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# Summary of a Uniform Theory of Gamma and Hypergeometric Functions 

by<br>Hj. Mellin, Helsingfors (Finland)

Although it seems not to be unknown, that there is a hearty connection*) between the gamma function and the hypergeometric functions, to my knowledge there is no attention to this fact in the handbooks being published so far, monographies and encyclopediae, that deal with the theory of gamma functions or parts thereof. Even in the latest elaborations of this kind indeed there is no mentioning of the hypergeometric functions. In this present elaboration I try to plead a conception which is fundamentally different to this and more general, namely, where I must consider the very integration of all hypergeometric differential equations by means of the gamma functions to be the proper main task of a modern theory of that function itself. After having established the general definition of the gamma functions, I have found Cauchy's integral theory to be a means to melt together the theory of these functions with the theory of the hypergeometric functions to be a systematic whole. Thereby it has turned out, that the conventional theory of the gamma function and Euler's integrals, as being presented in handbooks, monographies and encyclopediae, is just a fragment of this more general theory, which is totally sufficient in regard to uniformity.
*) The same has been developed first by the author and by Mr. Pincherle completely. Our elaborations concerning this are cited at the corresponding positions of this elaboration.

## ■ § 1. Introduction to the Gamma Function

By the formula

$$
\begin{equation*}
\operatorname{Sin}[\pi z]==\pi z \prod_{n=1}^{\infty}\left(1-\frac{z^{2}}{n^{2}}\right)==\pi z \prod_{n=1}^{\infty}\left(1+\frac{z}{n}\right) \boldsymbol{e}^{-\frac{z}{n}} \cdot \prod_{n=1}^{\infty}\left(1-\frac{z}{n}\right) e^{\frac{z}{n}} \tag{1}
\end{equation*}
$$

$$
\operatorname{Sin}[\pi z]=\pi z \prod_{n=1}^{\infty}\left(1-\frac{z^{2}}{n^{2}}\right) / / \text { PowerExpand }
$$

True
we have got a starting point belonging to the elements of function theory, from which we can arrive quickly at the gamma function without compulsion. Thus by the function

$$
\begin{equation*}
F[z]==\prod_{n=1}^{\infty}\left(1+\frac{z}{n}\right) e^{-\frac{z}{n}} \tag{2}
\end{equation*}
$$

$\operatorname{Sin}[\pi z]$ can be explessed the following:

$$
\begin{equation*}
\operatorname{Sin}[\pi z]==\pi z F[z] F[-z] . \tag{3}
\end{equation*}
$$

Now the left hand side of the substitution $z \rightarrow z+\mathbf{1}$ changes the sign only, thus the question occurs, what will happen to $\boldsymbol{F}[z]$ by this. The result is:

$$
\begin{aligned}
& \qquad \begin{array}{l}
\frac{F[z+1]}{F[z]}==\prod_{n=1}^{\infty} \frac{z+n+1}{z+n} e^{-\frac{1}{n}}=\lim _{n=\infty} \frac{z+2}{z+1} e^{-1} \frac{z+3}{z+2} e^{-\frac{1}{2}} \cdots \frac{z+n+1}{z+n} e^{-\frac{1}{n}} \\
==\frac{1}{z+1} \lim _{n=\infty}\left(1+\frac{z+1}{n}\right) e^{-1-\frac{1}{2}-\cdots-\frac{1}{n}+\log [n]} . \\
\frac{z+\boldsymbol{n}+\mathbf{1}}{z+\mathbf{1}}==\frac{\mathbf{1}}{(z+\mathbf{1})}\left(\mathbf{1}+\frac{z+\mathbf{1}}{n}\right) \boldsymbol{e}^{\log [n]} / / \text { ExpandAll }
\end{array} \\
& \text { True }
\end{aligned}
$$

Therefore exists

$$
\lim _{n=\infty}\left(1+\frac{1}{2}+\cdots+\frac{1}{n}-\log [n]\right) .
$$

$\operatorname{Limit}\left[\sum_{k=1}^{n} \frac{1}{k}-\log [n], n \rightarrow \infty\right]$
EulerGamma

## ? EulerGamma

EulerGamma is Euler's constant gamma, with numerical value approximately equal to 0.577216 .
With the symbol $\boldsymbol{C}$ for this limit, this is Euler's constant gamma, we have got the formula

$$
\begin{equation*}
F[z+1]==\frac{e^{-C}}{z+1} F[z] \tag{4}
\end{equation*}
$$

which gives an answer to the question above. This functional equation becomes more simple, if we introduce the gamma function instead of $\boldsymbol{F}[z]$ by the definition

$$
\begin{equation*}
\Gamma[z]=\frac{e^{-C z}}{z F[z]}==\frac{e^{-C z}}{z}\left(\prod_{n=1}^{\infty} \frac{e^{\frac{z}{n}}}{1+\frac{z}{n}}\right) \tag{5}
\end{equation*}
$$

$$
\operatorname{Gamma}[z]==\frac{e^{- \text {EulerGammaz }}}{z} \operatorname{Limit}\left[\prod_{n=1}^{N} \frac{e^{\frac{z}{n}}}{1+\frac{z}{n}}, N \rightarrow \infty\right] / / \text { FullSimplify }
$$

True

Then with the equations (4) and (5) succeeds

$$
\begin{equation*}
\Gamma[z+1]==z \Gamma[z] \tag{6}
\end{equation*}
$$

## Gamma[z+1] ==z Gamma[z] // FullSimplify

True
while equation (3) gets the form:

$$
\begin{equation*}
\Gamma[z] \Gamma[1-z]==\left(\frac{\pi}{\operatorname{Sin}[\pi z]}\right) \tag{7}
\end{equation*}
$$

$$
\operatorname{Gamma}[z] \operatorname{Gamma}[1-z]==\frac{\pi}{\operatorname{Sin}[\pi z]} / / \text { FullSimplify }
$$

True

Due to the definition of $\boldsymbol{C}$ is

$$
\begin{gathered}
\boldsymbol{e}^{-C}==\lim _{n=\infty}\left(1+\frac{1}{n}\right) e^{\log [n]-1-\frac{1}{2}-\cdots-\frac{1}{n}} \\
==\lim _{n=\infty}\left(1+\frac{1}{1}\right)\left(1+\frac{1}{2}\right) \cdots\left(1+\frac{1}{n}\right) e^{-1-\frac{1}{2}-\cdots-\frac{1}{n}} \\
==\prod_{n=1}^{\infty}\left(1+\frac{1}{n}\right) e^{-\frac{1}{n}} \\
\frac{1}{(z+1)}\left(1+\frac{z+1}{n}\right) \boldsymbol{e}^{\log [n]}==\left(\frac{z+n+1}{z+n}\right)\left(\frac{z+n}{z+3}\right)\left(\frac{z+3}{z+2}\right)\left(\frac{z+2}{z+1}\right) / \cdot\{z \rightarrow 0\} / / \text { ExpandAll }
\end{gathered}
$$

True
From this follows first, that $C$ is positive due to $\left(\mathbf{1}+\frac{\mathbf{1}}{n}\right) \boldsymbol{e}^{-\frac{1}{n}}<\mathbf{1}$, and second, that because of equation (5) the gamma function can also be presented the following:

$$
\begin{gather*}
\Gamma[z]==\frac{1}{z}\left(\prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{z}}{1+\frac{z}{n}}\right)  \tag{8}\\
\frac{\boldsymbol{e}^{-C z}}{z} \prod_{n=1}^{\infty} \frac{e^{\frac{z}{n}}}{1+\frac{z}{n}}==\frac{1}{z} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{z}}{1+\frac{z}{n}} / \cdot\left\{e^{-C z+a_{-} \cdot} \rightarrow e^{a} \prod_{n=1}^{\infty}\left(1+\frac{1}{n}\right)^{z} e^{-\frac{z}{n}}\right\} / \cdot\left\{\operatorname{Product}\left[a_{-},\left\{\_\right\}\right]: \rightarrow a\right\}
\end{gather*}
$$

True
From this follows furthermore $\Gamma[1]=\mathbf{1}$ and
$\operatorname{Limit}\left[\frac{1}{z} \frac{\left(1+\frac{1}{n}\right)^{z}}{1+\frac{z}{n}}, z \rightarrow 1\right]$
1

$$
\begin{equation*}
\Gamma[z]==\lim _{n=\infty} \frac{1 \cdot 2 \cdots n}{z(z+1) \cdots(z+n)} n^{z} \tag{9}
\end{equation*}
$$

$$
\frac{\operatorname{Product}\left[1+\frac{1}{n},\{n, 1, N\}\right]^{z}}{z \operatorname{Product}\left[1+\frac{z}{n},\{n, 1, N\}\right]}==\frac{\operatorname{Product}[n,\{n, 1, N\}]}{z \operatorname{Product}[z+n,\{n, 1, N\}]} N^{z} / / \text { Simplify }
$$

Limit @@ \{First[\%], $N \rightarrow \infty$ \}
$-\frac{\left(N^{z}-(1+N)^{z}\right) N!}{z \operatorname{Pochhammer}[1+z, N]}==0$
0

Combining this formula with the one following from equation (6)

$$
\Gamma[z]==\frac{\Gamma[z+n+1]}{z(z+1) \cdots(z+n)}==\frac{1 \cdot 2 \cdots n}{z(z+1) \cdots(z+n)} n^{z} \frac{\Gamma[z+n+1]}{n!n^{z}},
$$

the result is

$$
\begin{equation*}
\lim _{n=\infty} \frac{\Gamma[z+n+1]}{n!n^{z}}=1 \tag{10}
\end{equation*}
$$

$\operatorname{Limit}\left[\frac{\operatorname{Gamma}[z+n+1]}{n!(n+p)^{z}}, n \rightarrow \infty\right]==1$
True
Vice verca obviously follows formula (9) from equations (6) and (10), thus $\Gamma[z]$ is defined by these two properties (6) and (10) completely.

$$
\operatorname{Gamma}[z]==\operatorname{Limit}\left[\frac{n!}{\prod_{k=0}^{n}(z+k)} n^{z} \frac{\Gamma[z+n+1]}{n!n^{z}} / \cdot\left\{\Gamma[z+n+1] \rightarrow n!n^{z}\right\}, n \rightarrow \infty\right]
$$

True
This introduction to the theory of gamma functions has also been suggested by me in a former elaboration*).
*) Om Gammafunktionen. Öfvers. af. Sv. Vetenskapsakademiens Förh. 1883, No. 5.

## ■ § 2. The Behaviour of $\lceil[s+i t]$ for $|t|=\infty$

For the applications of the gamma function on the field of definite integrals the following sentence is of fundamental importance.

If the variable $\boldsymbol{z}=\boldsymbol{s}+\boldsymbol{i} \boldsymbol{t}$ is limited to an arbitrary stripe of restricted width being parallel to the imaginary axis by $\alpha \leq s \leq \beta$, and if furthermore is assumed

$$
\begin{equation*}
|\Gamma[s+i t]|==e^{-\frac{\pi}{2}|t|} \cdot(|t|)^{s-\frac{1}{2}} \cdot|\sqrt{2 \pi}+\epsilon|, \tag{11}
\end{equation*}
$$

then by increasing $|\boldsymbol{t}| \boldsymbol{\epsilon}$ reaches equally the limit null.
Because of equations (6) and (7) is

$$
\begin{align*}
& \quad(|\Gamma[i t]|)==\sqrt{\Gamma[i t] \Gamma[-i t]}==\sqrt{\frac{2 \pi}{t\left(e^{\pi t}-e^{-\pi t}\right)}}==e^{-\frac{\pi}{2}|t|}(|t|)^{-\frac{1}{2}} \cdot|\sqrt{2 \pi}+\epsilon| .  \tag{12}\\
& \frac{\pi}{-\boldsymbol{i} t \operatorname{Sin}[i \pi t]}==\frac{2 \pi}{t\left(\boldsymbol{e}^{\pi t}-\boldsymbol{e}^{-\pi t}\right)} / / \text { FullSimplify }
\end{align*}
$$

True
Thus formula (11) is valid for $\Gamma[\boldsymbol{i} t]$. Now the task is to find out the behaviour of the quotient $\Gamma[s+i t]: \Gamma[\boldsymbol{i} t]$. By use of equation (8) and by multiplication by

$$
\begin{array}{r}
1=(i t)^{s}\left(1+\frac{1}{i t}\right)^{s} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{i t+n}\right)^{s}}{\left(1+\frac{1}{n}\right)^{s}} \\
1=\operatorname{Limit}\left[(\boldsymbol{i} t)^{s}\left(1+\frac{1}{i t}\right)^{s} \prod_{n=1}^{N} \frac{\left(1+\frac{1}{i t+n}\right)^{s}}{\left(1+\frac{1}{n}\right)^{s}} / \cdot\{s \rightarrow 1\}, N \rightarrow \infty\right]
\end{array}
$$

True
results:

$$
\begin{gathered}
\frac{\Gamma[s+i t]}{\Gamma[i t]}==\frac{1}{1+\frac{s}{i t}} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{s}}{1+\frac{s}{i t+n}} \\
==(i t)^{s}\left(\prod_{n=0}^{\infty} \frac{\left(1+\frac{1}{i t+n}\right)^{s}}{1+\frac{s}{i t+n}}\right)
\end{gathered}
$$

$$
\frac{\Gamma[s+i t]}{\Gamma[i t]}==\frac{1}{1+\frac{s}{i t}} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{s}}{1+\frac{s}{i t+n}} / \cdot\left\{\Gamma\left[z_{-}\right]: \rightarrow \frac{1}{z} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{z}}{1+\frac{z}{n}}\right\} / \cdot\left\{\operatorname{Product}\left[\mathrm{a}_{-},\left\{\_\right\}\right]: \rightarrow a\right\} / /
$$

## Simplify

True

$$
\begin{aligned}
& \left(\frac{1}{1+\frac{s}{i t}} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{n}\right)^{s}}{1+\frac{s}{i t+n}}\right)\left((i t)^{s}\left(1+\frac{1}{i t}\right)^{s} \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{i t+n}\right)^{s}}{\left(1+\frac{1}{n}\right)^{s}}\right)== \\
& \quad(i t)^{s}\left(\frac{\left(1+\frac{1}{i t+n}\right)^{s}}{1+\frac{s}{i t+n}} / \cdot\{n \rightarrow 0\}\right) \prod_{n=1}^{\infty} \frac{\left(1+\frac{1}{i t+n}\right)^{s}}{1+\frac{s}{i t+n}} / .\left\{\operatorname{Product}\left[a_{-},\{\ldots\}\right]: \rightarrow a\right\}
\end{aligned}
$$

True
From this follows

$$
\begin{aligned}
\log \left[\frac{\Gamma[s+i t]}{(i t)^{s} \Gamma[i t]}\right]== & \sum_{n=0}^{\infty}\left(s \log \left[1+\frac{1}{i t+n}\right]-\log \left[1+\frac{s}{i t+n}\right]\right) \\
= & \sum_{n=0}^{\infty} \frac{1}{(i t+n)^{2}} \mathrm{P}\left[\frac{1}{i t+n}\right]
\end{aligned}
$$

$$
\log \left[\frac{(i t)^{s} \prod_{n=0}^{\infty} \frac{\left(1+\frac{1}{i+n}\right)^{s}}{1+\frac{s}{i t+n}}}{(i t)^{s}}\right]==\sum_{n=0}^{\infty}\left(s \log \left[1+\frac{1}{i t+n}\right]-\log \left[1+\frac{s}{i t+n}\right]\right) /
$$

$\{$ Product[a_, $\left.\{\ldots\}]: \rightarrow a, \operatorname{Sum}\left[a_{-},\{\ldots\}\right]: \rightarrow a\right\} / /$ PowerExpand // Simplify

Sum::div : Sum does not converge.

True

$$
\left(s \log \left[1+\frac{1}{i t+n}\right]-\log \left[1+\frac{s}{i t+n}\right]\right) /
$$

$\log \left[1+\mathrm{x}_{-}\right]: \rightarrow$ Evaluate[Normal[Series[Log[1+x], $\left.\left.\left.\{x, 0,2\}\right]\right]\right] / /$ Simplify

$$
\frac{(-1+s) s}{2(n+I t)^{2}}
$$

where $\boldsymbol{P}[x]$ stands for a series of positive integer powers in $\boldsymbol{x}$, which converges for $|\boldsymbol{x}|<\mathbf{1}$ and $|\boldsymbol{s} \boldsymbol{x}|<\mathbf{1}$, and whose coefficients are simple terms of $\boldsymbol{s}$ being independent of $\boldsymbol{t}$. With the limitation $-\boldsymbol{R} \leq s \leq+\boldsymbol{R}$ and $\boldsymbol{R}$ being an arbitrary positive number, the absolute value of

$$
\mathcal{P}\left[\frac{1}{i t+n}\right]
$$

stays beneath a finite limit $\boldsymbol{M}$ for $\boldsymbol{n}=\mathbf{0}, \mathbf{1}, \mathbf{2}, \cdots$ and each $\boldsymbol{t}$ fulfilling the condition $|\boldsymbol{t}|>\boldsymbol{R}+\mathbf{1}$, where $\boldsymbol{M}$ is independent of $\boldsymbol{n}$ and $\boldsymbol{t}$. Therefore from the formula above results

$$
\begin{aligned}
& \left|\log \left[\frac{\Gamma[s+i t]}{(i t)^{s} \Gamma[i t]}\right]\right|<\sum_{n=0}^{\infty} \frac{M}{|i t+n|^{2}}==\sum_{n=0}^{\infty} \frac{M}{t^{2}+n^{2}} \\
\leq & \sum_{n=0}^{\infty} \frac{2 M}{(|t|+n)^{2}}<\sum_{n=0}^{\infty} \frac{2 M}{(|t|+n-1)(|t|+n)}==\left(\frac{2 M}{|t|-1}\right) .
\end{aligned}
$$

$\frac{2 M}{(\operatorname{Abs}[t]+n-1)(\operatorname{Abs}[t]+n)} / /$ Apart

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{2 \boldsymbol{M}}{(\operatorname{Abs}[t]+n-\mathbf{1})(\operatorname{Abs}[t]+n)}==\frac{\mathbf{2} \boldsymbol{M}}{\operatorname{Abs}[t]-\mathbf{1}} \\
& \frac{2 M}{-1+n+\operatorname{Abs}[t]}-\frac{2 M}{n+\operatorname{Abs}[t]}
\end{aligned}
$$

True

Thus with the assumption

$$
\begin{equation*}
\left|\left(\frac{\Gamma[s+i t]}{(i t)^{s} \Gamma[i t]}\right)\right|==1+\epsilon \tag{13}
\end{equation*}
$$

is equally $\lim \boldsymbol{\epsilon}=\mathbf{0}$ for $|\boldsymbol{t}|=\boldsymbol{\infty}$, where $\boldsymbol{s}$ stays between arbitrary finite limitations. From the equations (12) and (13) finally results formula (11), which obviously can also be written the following:

$$
\begin{equation*}
|\Gamma[z]|(==e)^{-\frac{\pi}{2}|t|} \cdot\left|\left(z^{s-\frac{1}{2}}\right)\right| \cdot|\sqrt{2 \pi}+\epsilon| . \tag{14}
\end{equation*}
$$

$$
\begin{aligned}
& \boldsymbol{e}^{s \log [z]} / / \text { Simplify } \\
& \sqrt{s^{2}+t^{2}}==\sqrt{t^{2}} \operatorname{Limit}\left[\sqrt{1+\frac{s^{2}}{t^{2}}}, t \rightarrow \infty\right] \\
& z^{s} \\
& \sqrt{s^{2}+t^{2}}==\sqrt{t^{2}}
\end{aligned}
$$

Although to a certain degree this formula is contained within Stirling's formula*), which in the year 1889 has been extended first by Stieltjes to complex arguments, it is worth to be elucidated and developed to a particular sentence in the above given form being important for applications, especially since the derivation of it can be done by simpler assumptions than the one of Stirling's formula. Mr. Pincherle has reached this sentence above ${ }^{* *}$ ) approximately already in the year 1888, while the same has been shown completely by me in an elaboration***) of the year 1890. The proof above is a simplification of the former one. At the same time Mr. Jensen has derived a formula $\dagger$ ), which contains the above one as a special case.
*) Sur le développement de $\log \Gamma$ (a). Journal de Math. (4) vol. 5; 1889.
**) Sulle funzioni ipergeometriche generalizzate. Accad. dei Lincei. Rend. (4). vol. 4; 1888. If in equation (14) $s-\frac{1}{2}$ is replaced by $m+\epsilon$ where $\boldsymbol{m}$ is the largest integer number being contained in $s$, then with $-\frac{1}{2} \leq \epsilon \leq \frac{1}{2}$ the result of Pincherle is reached.
***) Zur Theorie der linearen Differenzengleichungen erster Ordnung. Acta Math. vol. 15. The elaboration of Stieltjes was not known to me at that time.
$\dagger$ Gammafunktionens Theorie, Nyt Tidskrift för Math. vol. 2 C.

## ■ § 3. Definition of the Gamma Functions

The functional equation of the gamma function is a special case of

$$
\begin{equation*}
F[z+1]== \pm R[z] F[z] \tag{15}
\end{equation*}
$$

where $\boldsymbol{R}[z]$ stands for the rational function

$$
\begin{equation*}
R[z]==\left(\frac{\left(z-\rho_{1}\right) \cdots\left(z-\rho_{m}\right)}{\left(z-\sigma_{1}\right) \cdots\left(z-\sigma_{n}\right)}\right) \tag{16}
\end{equation*}
$$

We consider the expression

$$
\begin{equation*}
G[z]==\Gamma\left[z-\rho_{1}\right] \cdots \Gamma\left[z-\rho_{m}\right] \Gamma\left[1+\sigma_{1}-z\right] \cdots \Gamma\left[1+\sigma_{n}-z\right] \tag{17}
\end{equation*}
$$

to be the basic form fulfilling the equation

$$
\left.\left.\begin{array}{l}
G[z+1]==(-1)^{n} R[z] G[z],  \tag{18}\\
G[z+1]==(-1)^{n} \frac{\left(z-\rho_{1}\right)\left(z-\rho_{m}\right)}{\left(z-\sigma_{1}\right)\left(z-\sigma_{n}\right)} G[z] / . \\
\left\{G\left[z_{-}\right]\right.
\end{array}: \rightarrow \text { Gamma[z-} \rho_{1}\right] \text { Gamma }\left[z-\rho_{m}\right] \text { Gamma }\left[1+\sigma_{1}-z\right] \text { Gamma }\left[1+\sigma_{n}-z\right]\right\} / .
$$

True
from which all remaining solutions of equation (15) can be yielded by multiplication by periodic functions, and which is connected to the also remarkable solution

$$
\begin{gather*}
H[z]==\frac{\Gamma\left[z-\rho_{1}\right] \cdots \Gamma\left[z-\rho_{m}\right]}{\Gamma\left[z-\sigma_{1}\right] \cdots \Gamma\left[z-\sigma_{n}\right]}  \tag{19}\\
\boldsymbol{H}[z+1]==\frac{\left(z-\rho_{1}\right)\left(z-\rho_{m}\right)}{\left(z-\sigma_{1}\right)\left(z-\sigma_{n}\right)} \boldsymbol{H}[z] / \cdot\left\{\boldsymbol{H}\left[\mathbf{z}_{-}\right]: \rightarrow \frac{\operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{m}\right]}{\operatorname{Gamma}\left[z-\sigma_{1}\right] \operatorname{Gamma}\left[z-\sigma_{n}\right]}\right\} / / \text { FullSimplify }
\end{gather*}
$$

True
by the formula due to equation (7)

$$
\begin{equation*}
\pi^{n} H[z]==G[z] \operatorname{Sin}\left[\pi\left(z-\sigma_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-\sigma_{n}\right)\right] . \tag{20}
\end{equation*}
$$

$$
\begin{aligned}
\pi^{n} H[z]= & G[z] \operatorname{Sin}\left[\pi\left(z-\sigma_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-\sigma_{n}\right)\right] / . \\
\left\{G\left[z_{-}\right]\right. & : \rightarrow \operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{m}\right] \operatorname{Gamma}\left[1+\sigma_{1}-z\right] \text { Gamma }\left[1+\sigma_{n}-z\right], \\
H\left[z_{-}\right] & \left.: \rightarrow \frac{\operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{m}\right]}{\operatorname{Gamma}\left[z-\sigma_{1}\right] \operatorname{Gamma}\left[z-\sigma_{n}\right]}\right\} / \cdot\{n \rightarrow 2\} / / \text { FullSimplify }
\end{aligned}
$$

True

The most general solution of equation (15) obviously can be presented in the form $\boldsymbol{P}[z] \boldsymbol{G}[z]$, with $\boldsymbol{P}$ being an arbitrary function with the property $\boldsymbol{P}[z+1]=\boldsymbol{\pm} \boldsymbol{P}[z]$. In the theory of the gamma functions however there is no use to handle $P[z]$ as a totally undetermined periodical function. The uniformity of this theory rather requires, that only the solutions of equation (15) are considered, that result by confining the factor $\boldsymbol{P}[z]$ in the following way:
I. $P[z]$ is an unequivocal analytic function with the property $P[z+1]== \pm P[z]$.
II. In a certain parallel stripe $\alpha \leq \operatorname{Re}[z] \leq \alpha+1$ the function $P[z]$ has got a finite number at the most of singular locations, which are all poles of $\boldsymbol{P}[z]$.
III. If a positive constant $\boldsymbol{C}$ is assumed to be sufficiently large, then $\boldsymbol{P}[\boldsymbol{s}+\boldsymbol{i} \boldsymbol{t}] \boldsymbol{e}^{\boldsymbol{C} \boldsymbol{C}|t|}$ reaches equally null by increasing $|\boldsymbol{t}|$.

The most general function $\boldsymbol{P}[z]$ with this properties results by the following conclusions. All the poles of $\boldsymbol{P}[z]$, that are located in the stripe $\alpha \leq \operatorname{Re}[z] \leq \alpha+1$, shall be found in the series $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \cdots, \boldsymbol{a}_{\mu}$ as often as their corresponding ordinary numbers tell. Then

$$
P_{1}[z]==P[z] \operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]
$$

is an entire function with the property $P_{1}[z+1]= \pm P_{1}[z]$. Because of III $\lambda$ can be assumed to be so large, that the expression

$$
P_{2}[z]=P[z] \frac{\operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}
$$

has got the property $\lim \boldsymbol{P}_{2}[\boldsymbol{s}+\boldsymbol{i} \boldsymbol{t}]=\mathbf{0}$ for $|\boldsymbol{t}|=\boldsymbol{\infty}$. To simplify the argumentation, we choose the sizes $\boldsymbol{c}$ in such a way, that the difference of any two of them does not give an integer number. The constants $\boldsymbol{C}_{\mathbf{1}}, \boldsymbol{C}_{\mathbf{2}}, \cdots, \boldsymbol{C}_{\lambda}$ then can be determined in such a way, that the expression

$$
P_{3}[z]==P_{2}[z]-\left(\frac{C_{1}}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}+\cdots+\frac{C_{\lambda}}{\operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}\right)
$$

is regularly at the positions $z=c_{1}, c_{2}, \cdots, c_{\lambda}$. If furthermore $\lambda$ is choosen in such a way, that $\boldsymbol{P}_{2}[z+1]=-\boldsymbol{P}_{\mathbf{2}}[z]$ is valid, so also $\boldsymbol{P}_{3}[z+\mathbf{1}]=-\boldsymbol{P}_{3}[z]$ is valid, and thus $\boldsymbol{P}_{\mathbf{3}}[z]$ is an entire function. Moreover, $\boldsymbol{\operatorname { l i m }} \boldsymbol{P}_{\mathbf{3}}[s+\boldsymbol{i t}]=\mathbf{0}$ for $|\boldsymbol{t}|=\boldsymbol{\infty}$, thus $\boldsymbol{P}_{\mathbf{3}}[z]$ must be a constant, which indeed is null.

## From this for $\boldsymbol{P}[z]$ results the expression

$$
\begin{equation*}
P[z]=\frac{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}{\operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]}\left(\frac{C_{1}}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}+\cdots+\frac{C_{\lambda}}{\operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}\right), \tag{21}
\end{equation*}
$$

and vice versa also each expression of this form obviously has got the properties in question, namely I, II, III.

$$
\begin{aligned}
P[z]= & =\frac{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}{\operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]}\left(\frac{C_{1}}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}+\frac{C_{\lambda}}{\operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}\right) / . \text { Flatten[Solve }[ \\
& \left.\left.P_{2}[z]==P[z] \frac{\operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]} / \cdot\left\{P_{2}[z] \rightarrow\left(\frac{C_{1}}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}+\frac{C_{\lambda}}{\operatorname{Sin}\left[\pi\left(z-c_{\lambda}\right)\right]}\right)\right\}, P[z]\right]\right]
\end{aligned}
$$

True

Therefore the following definition should not seem to be unfounded: We discuss a gamma function to be each function that can be presented by the form $\boldsymbol{P}[z] \boldsymbol{G}[z]$, where $\boldsymbol{G}$ and $\boldsymbol{P}$ stand for the general expressions (17) and (21). This definition obviously is completely congruent with the other one: We discuss a gamma function to be each monogene function fulfilling the functional equation (15), which beyond this has got the above given properties II and III in a certain parallel stripe $\alpha \leq \operatorname{Re}[z] \leq \alpha+1$.

Its complete argumentation to this definition is found only later (§§ $10,11,12$ ) by the result, that each integral of the form

$$
\frac{1}{2 \pi i} \int_{L} F[z] x^{-z} d z
$$

with $\boldsymbol{F}[z]$ being an arbitrary gamma function in the sence above and $\boldsymbol{L}$ being a fitting integration curvation, is a presentation of a hypergeometric function, while also vice versa each hypergeometric function can be expressed by such an integral.

By reason of the formulae (7), (17) and (21) each gamma function can be expressed by the elementary gamma function $\Gamma[z]$.

Due to the definition given above obviously all rational and also all trigonometric functions belong to the gamma functions.

## ■ § 4. The Behaviour of the Gamma Functions $F[s+i t]$ for $|t|=\infty$

According to the expositions above each gamma function can linearly be presented by expressions of the form

$$
\begin{equation*}
G[z] \cdot\left(\frac{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{p}\right)\right]}{\operatorname{Sin}\left[\pi\left(z-a_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-a_{\mu}\right)\right]}\right) . \tag{22}
\end{equation*}
$$

The behaviour of these expressions for $|\boldsymbol{t}|=\boldsymbol{\infty}$ by use of equation (14) can be presented more detailed than done above. The following important formulae need to be emphasized especially:

$$
\begin{gather*}
|G[z]|\left(==e e^{-\frac{m+n}{2} \pi|t|} f[s, t]\right.  \tag{23}\\
|H[z]|(==\mathfrak{e})^{-\frac{m-n}{2} \pi|t|} f[s, t] ;  \tag{24}\\
\left|G[z] \operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{p}\right)\right]\right|==e^{-\left(\frac{m+n}{2}-p\right) \pi|t|} f[s, t] \tag{25}
\end{gather*}
$$

with $f[s, t]$ having the form

$$
\begin{equation*}
f[s, t]==\left|\left(z^{(m-n)\left(s-\frac{1}{2}\right)-\kappa}\right)\right| g[s, t], \quad \kappa=\sigma_{1}+\cdots+\sigma_{n}-\rho_{1}-\cdots-\rho_{m}, \tag{26}
\end{equation*}
$$

## Correction of misprint:

$$
f[s, t]=\left|\left(z^{(m-n)\left(s-\frac{1}{2}\right)-\kappa}\right)\right| g[s, t], \quad \kappa=\rho_{1}+\cdots+\rho_{m}-\sigma_{1}-\cdots-\sigma_{n}
$$

while $g[s, t]$ stands for a positive variable, which by increasing $|t|$ converges equally to a finite limit, which is not zero and independent of $s$, if $s$ is confined to an arbitrary finite interval $\alpha \leq s \leq \beta$. Thus the size of $f[s, t]$ can increase or decrease as a finite power of $t$ at the most.

$$
\begin{aligned}
& e^{-\frac{m+n}{2} \pi \mathrm{Abs}[t]} \mathrm{Abs}\left[z^{(m-n)\left(s-\frac{1}{2}\right)-\kappa}\right] g[s, t]==\Gamma\left[z-\rho_{1}\right] \Gamma\left[z-\rho_{m}\right] \Gamma\left[1+\sigma_{1}-z\right] \Gamma\left[1+\sigma_{n}-z\right] / . \\
& \left\{\Gamma\left[\mathbf{a}_{-}+\mathbf{b}_{-} . z\right]: \rightarrow e^{-\frac{\pi}{2} \mathrm{Abs}[t]} \operatorname{Abs}\left[z^{a+b s-\frac{1}{2}}\right] \sqrt[4]{g[s, t]}, \kappa \rightarrow \rho_{1}+\rho_{m}-\sigma_{1}-\sigma_{n}\right\} / / . \\
& \left\{\operatorname{Abs}\left[z^{\mathrm{a}-\cdot}\right]^{\mathrm{c}-} \cdot \operatorname{Abs}\left[z^{\mathrm{b}}-\right]^{\mathrm{d}-}: \rightarrow \mathrm{Abs}\left[z^{a c+b d}\right]\right\} / .\{m \rightarrow 2, n \rightarrow 2\} / / \text { Simplify }
\end{aligned}
$$

True

$$
\begin{aligned}
& e^{-\frac{m-n}{2} \pi} \pi \operatorname{Abs}[t] \operatorname{Abs}\left[z^{(m-n)\left(s-\frac{1}{2}\right)-\kappa}\right] g[s, t]==\frac{\Gamma\left[z-\rho_{1}\right] \Gamma\left[z-\rho_{m}\right]}{\Gamma\left[z-\sigma_{1}\right] \Gamma\left[z-\sigma_{n}\right]} / \\
& \quad\left\{\Gamma\left[\mathbf{a}_{-}+\mathbf{b}_{-} \cdot z\right]: \rightarrow e^{-\frac{\pi}{2}} \operatorname{Abs}[t] \operatorname{Abs}\left[z^{a+b s-\frac{1}{2}}\right] \sqrt[4]{g[s, t]}, \kappa \rightarrow \rho_{1}+\rho_{m}-\sigma_{1}-\sigma_{n}\right\} / / \\
& \left\{\operatorname{Abs}\left[z^{\left.\mathbf{a}^{-} \cdot\right]_{-} \cdot} \operatorname{Abs}\left[z^{\mathbf{b}_{-} \cdot}\right]^{\mathbf{d}_{-}}: \operatorname{Abs}\left[z^{a c+b d}\right]\right\} / \cdot\{m \rightarrow 2, n \rightarrow 2, g[s, t] \rightarrow 1\} / /\right. \text { Simplify }
\end{aligned}
$$

True

$$
\begin{aligned}
& e^{-\left(\frac{m+n}{2}-p\right) \pi \mathrm{Abs}[t]} \mathrm{Abs}\left[z^{(m-n)\left(s-\frac{1}{2}\right)-\kappa}\right] g[s, t]== \\
& \Gamma\left[z-\rho_{1}\right] \Gamma\left[z-\rho_{m}\right] \Gamma\left[1+\sigma_{1}-z\right] \Gamma\left[1+\sigma_{n}-z\right] \operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \operatorname{Sin}\left[\pi\left(z-c_{p}\right)\right] / . \\
& \left\{\operatorname{Sin}\left[\pi \mathbf{z}_{-}\right]: \rightarrow \frac{\pi}{\Gamma[z] \Gamma[1-z]}\right\} / . \\
& \left\{\Gamma\left[\mathbf{a}_{-} \cdot+\mathbf{b}_{-} . z\right]: \rightarrow e^{-\frac{\pi}{2} \mathrm{Abs}[t]} \mathrm{Abs}\left[z^{a+b s-\frac{1}{2}}\right] \sqrt[4]{g[s, t]}, \kappa \rightarrow \rho_{1}+\rho_{m}-\sigma_{1}-\sigma_{n}\right\} / / . \\
& \left\{\operatorname{Abs}\left[z^{\mathrm{a}} \cdot \cdot\right]^{\mathrm{c} \cdot} \cdot \operatorname{Abs}\left[z^{\mathrm{b}} \cdot\right]^{\mathrm{d} \cdot \cdot}: \rightarrow \operatorname{Abs}\left[z^{a c+b d}\right]\right\} / \cdot\left\{m \rightarrow 2, n \rightarrow 2, p \rightarrow 2, g[s, t] \rightarrow \pi^{2}\right\} / / \text { Simplify }
\end{aligned}
$$

True

## ■ 5. The Behaviour of the Gamma Functions $F[s+i t]$ for $|s|=\infty$

By iterated application of equation (15) results

$$
\begin{equation*}
F[z+k]== \pm R[z] R[z+1] \cdots R[z+k-1] F[z] \tag{27}
\end{equation*}
$$

and from this

$$
\begin{equation*}
F[z-k]== \pm\left(\frac{F[z]}{R[z-1] R[z-2] \cdots R[z-k]}\right) \tag{28}
\end{equation*}
$$

## Flatten[Solve $[F[z+k]== \pm R[z] R[z+1] R[z+k-1] F[z] / \cdot\{z \rightarrow z-k\}, F[z-k]]] /$. Rule $\rightarrow$ Equal //

First

$$
F[-k+z]==\frac{F[z]}{ \pm R[-k+z] R[-1+z] R[1-k+z]}
$$

Now the behaviour of $\boldsymbol{F}[z \pm \boldsymbol{k}]$ with increasing $\boldsymbol{k}$ is to be determined in detail.

With the abbreviation

$$
\begin{equation*}
\kappa=\sigma_{1}+\cdots+\sigma_{n}-\rho_{1}-\cdots-\rho_{m} \tag{29}
\end{equation*}
$$

Correction of misprint:

$$
\kappa=\rho_{1}+\cdots+\rho_{m}-\sigma_{1}-\cdots-\sigma_{n}
$$

results from equation (16)

$$
\log [R[z]]==(m-n) \log [z]-\frac{\kappa}{z}+\frac{1}{z^{2}} \mathcal{P}_{1}\left[\frac{1}{z}\right]
$$

$\operatorname{PowerExpand}\left[\log \left[\frac{\left(z-\rho_{1}\right)\left(z-\rho_{m}\right)}{\left(z-\sigma_{1}\right)\left(z-\sigma_{n}\right)}\right] / \cdot\left\{\left(z-\mathrm{a}_{-}\right): \rightarrow z\left(1-\frac{a}{z}\right)\right\}\right]==(m-n) \log [z]-\frac{\kappa}{z}+\frac{1}{z^{2}} \mathbf{P}_{1}\left[\frac{1}{z}\right] /$.
$\left\{\log \left[1+\mathrm{x}_{-}\right]: \rightarrow\right.$ Evaluate[Normal[Series[Log[1+x], $\left.\left.\left.\left.\{x, 0,2\}\right]\right]\right], \kappa \rightarrow \rho_{1}+\rho_{m}-\sigma_{1}-\sigma_{n}\right\} /$. $\left\{m \rightarrow 2, n \rightarrow 2, \mathcal{P}_{1}\left[\frac{1}{z}\right] \rightarrow \frac{\sigma_{1}^{2}+\sigma_{2}^{2}-\rho_{1}^{2}-\rho_{2}^{2}}{2}\right\} / /$ Simplify

True
Because of

$$
\kappa \log \left[1+\frac{1}{z}\right]==\frac{\kappa}{z}+\frac{1}{z^{2}} \mathcal{P}_{2}\left[\frac{1}{z}\right]
$$

$\operatorname{Normal}\left[\operatorname{Series}[\kappa \log [1+y],\{y, 0,2\}] / \cdot\left\{y \rightarrow \frac{1}{z}\right\}\right]==\frac{\kappa}{z}+\frac{1}{z^{2}} \mathcal{P}_{2}\left[\frac{1}{z}\right] / \cdot\left\{\mathcal{P}_{2}\left[\frac{1}{z}\right] \rightarrow-\frac{\kappa}{2}\right\}$
True
is also valid

$$
\log [R[z]]==(m-n) \log [z]-\kappa \log \left[1+\frac{1}{z}\right]+\frac{1}{z^{2}} \mathfrak{P}\left[\frac{1}{z}\right]
$$

where $\mathbf{P}[x], \mathbf{P}_{1}[\boldsymbol{x}], \mathbf{P}_{2}[\boldsymbol{x}]$ stand for functions, that for sufficient small $\boldsymbol{x}$ can be expanded into ordinary power series of $\boldsymbol{x}$. By replacing $z$ by $z+\mathbf{1}$ unto $z+\boldsymbol{k} \mathbf{1}$ results by addition of the developed equations

$$
\begin{gathered}
\log [R[z] R[z+1] \cdots R[z+k-1]]=(m-n) \log [z(z+1) \cdots(z+k-1)] \\
-\kappa \log \left[1+\frac{k}{z}\right]+\sum_{v=0}^{k-1} \frac{1}{(z+v)^{2}} \mathfrak{P}\left[\frac{1}{z+v}\right]
\end{gathered}
$$

## $\operatorname{PowerExpand}[\log [R[z] R[z+1] R[z+k-1]]==$

$$
\left.(m-n) \log [z(z+1)(z+k-1)]-\kappa \log \left[1+\frac{k}{z}\right]\right] /
$$

$$
\left\{\log \left[R\left[z_{-}\right]\right]: \rightarrow(m-n) \log [z]-\kappa \log \left[1+\frac{1}{z}\right]\right\} / \cdot\{k \rightarrow 3\} / /
$$

## Simplify // MapAll[Together, \#] \& // PowerExpand

True

From this follows:

$$
\begin{equation*}
R[z] R[z+1] \cdots R[z+k-1]==(z(z+1) \cdots(z+k-1))^{m-n}\left(1+\frac{k}{z}\right)^{-\kappa} e^{\phi_{k}[z]} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
R[z-1] R[z-2] \cdots R[z-k]==((z-1)(z-2) \cdots(z-k))^{m-n}\left(1-\frac{k}{z}\right)^{k} e^{\psi_{k}[z]} \tag{31}
\end{equation*}
$$

with

$$
\begin{array}{r}
\phi_{k}[z]==\sum_{v=0}^{k-1} \frac{1}{(z+v)^{2}} \mathfrak{P}\left[\frac{1}{z+v}\right], \\
\psi_{k}[z]==\sum_{v=1}^{k} \frac{1}{(z-v)^{2}} \mathfrak{P}\left[\frac{1}{z-v}\right] . \\
\left((z(z+1)(z+k-2)(z+k-1))^{m-n}\left(1+\frac{k}{z}\right)^{-\kappa} / \cdot\{z \rightarrow z-k\}\right)== \\
((z-1)(z-2)(z-k+1)(z-k))^{m-n}\left(1-\frac{k}{z}\right)^{\kappa} / \cdot\{k \rightarrow 4\} / /
\end{array}
$$

## Simplify // MapAll[PowerExpand, \#] \&

True

Because of the importance of $\mathcal{P}\left[\frac{1}{z}\right]$ this size has got a regular behaviour for all $\rho_{1}, \cdots, \rho_{m}, \sigma_{1}, \cdots, \sigma_{n}$ and $z$ not being $\mathbf{0}$ or $\mathbf{- 1}$. As soon as the absolute value of $z$ is greater than the mentioned values, $\mathbf{P}\left[\frac{1}{z}\right]$ can be expanded into positive powers of $\frac{1}{z}$. Therefore if the variable $z$ is confined to the half plane $\operatorname{Re}[z]>\boldsymbol{a}$, with $\boldsymbol{a}$ standing for an arbitrary real number, of which plane, if containing any of the locations

$$
z==-v, \quad \rho_{\lambda}-v, \quad \sigma_{\mu}-v \quad(v==0,1,2, \cdots)
$$

arbitrary small circles around these locations are omitted, then results analogously to $\S 2$, that $\left|\left(\phi_{k}[z]\right)\right|$ stays beneath a finite limit being independent of $\boldsymbol{z}$ and $\boldsymbol{k}$. In a similar way behaves $\psi_{k}[z]$ according to the half place $\operatorname{Re}[z]<\boldsymbol{a}$. With respect to the equations (27), (28), (30), (31) hereby the behaviour of $\boldsymbol{F}[z+\boldsymbol{k}]$ for $\boldsymbol{k}=\boldsymbol{\pm} \boldsymbol{\infty}$ is given.

For the determination of series expansions of hypergeometric functions, which can be expressed by certain integrals over gamma functions, the following result is needed, which can be found easily from the formulae (30) and

If the variable $\boldsymbol{z}$ is confined to a straight line $\boldsymbol{\operatorname { R e }}[\boldsymbol{z}]=\boldsymbol{a}$, whereon none of the sizes

$$
(R[z \pm k])^{\mp 1} \quad(k==0,1,2, \cdots)
$$

is equal to zero, then in the case $\boldsymbol{m}>\boldsymbol{n}$ is equally

$$
\begin{equation*}
\lim _{k=\infty} \frac{F[z-k]}{F[z]} x^{k}=\lim _{k=\infty} \frac{x^{k}}{R[z-1] \cdots R[z-k]}=0 \tag{32}
\end{equation*}
$$

for each fixed value of $\boldsymbol{x}$. With $\boldsymbol{m}=\boldsymbol{n}$ this formula is valid for $|\boldsymbol{x}|<\boldsymbol{1}$, and the formula

$$
\begin{equation*}
\lim _{k=\infty} \frac{F[z+k]}{F[z]} x^{-k}==\lim _{k=\infty} R[z] \cdots R[z+k-1] x^{-k}=0 \tag{33}
\end{equation*}
$$

for $|\boldsymbol{x}|>1$.

## $\frac{\operatorname{Gamma}[z-k]}{\operatorname{Gamma}[z]} / \cdot\{k \rightarrow 5\} / /$ FunctionExpand

$$
\frac{1}{(-5+z)(-4+z)(-3+z)(-2+z)(-1+z)}
$$

$\operatorname{Limit}\left[\left(\frac{\operatorname{Gamma}[z-k]}{\operatorname{Gamma}[z]}\right)^{m-n} x^{k}\left(1-\frac{k}{z}\right)^{\kappa}, k \rightarrow \infty\right]$
$\% / \cdot\{m \rightarrow n+1\}$
$E^{(m-n)-\infty}\left(\frac{\pi}{2}\right)^{\frac{m}{2}-\frac{n}{2}} z^{-\kappa}(\operatorname{Cos}[\pi \kappa]+I \operatorname{Sin}[\pi \kappa])$

0

$$
\operatorname{Limit}\left[\frac{x^{k}\left(1-\frac{k}{z}\right)^{k}}{(-1)^{k} k!}, k \rightarrow \infty\right]
$$

0

$$
\begin{aligned}
& \operatorname{Limit}\left[x^{k}\left(1-\frac{k}{z}\right)^{\kappa}, k \rightarrow \infty\right] \\
& \% / \cdot\{\log [x] \rightarrow-\mathbf{1}\} \\
& E^{\infty} \operatorname{Sign}[\log [x]] \\
& z^{-\kappa}(\operatorname{Cos}[\pi \kappa]+I \operatorname{Sin}[\pi \kappa]) \\
& 0
\end{aligned}
$$

```
\(\operatorname{Limit}\left[\log \left[x^{-k}\left(1+\frac{k}{z}\right)^{-\kappa}\right], k \rightarrow \infty\right]\)
\(\operatorname{Exp}[\% / .\{\log [x] \rightarrow \mathbf{1}\}]\)
\(-\infty \log [x]\)
```

0

The case $\boldsymbol{m}<\boldsymbol{n}$ does not need to be mentioned especially, because it always can be reduced to the case $\boldsymbol{m}>\boldsymbol{n}$ by a proper substitution.

$$
\begin{aligned}
& G[z]==\Gamma\left[z-\rho_{1}\right] \Gamma\left[z-\rho_{m}\right] \Gamma\left[1+\sigma_{1}-z\right] \Gamma\left[\mathbf{1}+\sigma_{2}-z\right] \Gamma\left[\mathbf{1}+\sigma_{n}-z\right] / \cdot\{z \rightarrow \mathbf{1}-z\} \\
& G[1-z]==\Gamma\left[1-z-\rho_{1}\right] \Gamma\left[1-z-\rho_{m}\right] \Gamma\left[z+\sigma_{1}\right] \Gamma\left[z+\sigma_{2}\right] \Gamma\left[z+\sigma_{n}\right]
\end{aligned}
$$

## ■ § 6. The Connection between the Gamma and the Exponential Function

If $\boldsymbol{s}$ stands for a point within a rectangle having the edges $\boldsymbol{a} \pm \boldsymbol{i} \boldsymbol{\omega}, \boldsymbol{b} \pm \boldsymbol{i} \boldsymbol{\omega}$, that shall lie because of simplification within the half plane $\operatorname{Re}[z]>\mathbf{0}$, whereon $\Gamma[z]$ behaves regularly everywhere, then is due to the sentence of Cauchy:

$$
\Gamma[s]==\frac{1}{2 \pi i} \oint \frac{\Gamma[z]}{z-s} d z
$$

where the integral is extended in positive direction over the boundary of the rectangle. Moreover, the integral is equal to the sum of integrals being extended along each of the sides. If now $\boldsymbol{a}$ and $\boldsymbol{b}$ are constant, but $\boldsymbol{\omega}$ increasing without limitation, where the sides being parallel to the real axis withdraw to infinity, then the integrals being extended along these sides draw near the limit null because of equation (11), while both of the other integrals also converge to finite limits. With the assumption $\boldsymbol{a}<\boldsymbol{b}$

$$
\begin{equation*}
\Gamma[s]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \frac{\Gamma[z]}{s-z} d z+\frac{1}{2 \pi i} \int_{b-i \infty}^{b+i \infty} \frac{\Gamma[z]}{z-s} d z, \quad a<\operatorname{Re}[z]<b \tag{34}
\end{equation*}
$$

is also valid. During the integration of the first integral is $\operatorname{Re}[s-z]>\mathbf{0}$, of the last is $\boldsymbol{\operatorname { R e }}[s-z]<\mathbf{0}$. Now depending on the first or last case can be set:

$$
\begin{aligned}
& \qquad \frac{1}{s-z}==\int_{0}^{1} x^{s-z-1} d x \quad \text { or } \quad \frac{1}{z-s}==\int_{1}^{\infty} x^{s-z-1} d x . \\
& \int_{0}^{1} x^{s-z-1} d x \\
& \text { If }\left[\operatorname{Re}[s-z]>0, \frac{1}{s-z}, \int_{0}^{1} x^{-1+s-z} d x\right] \\
& \int_{1}^{\infty} x^{s-z-1} d \boldsymbol{x} \\
& \text { If }\left[\operatorname{Re}[-s+z]>0, \frac{1}{-s+z}, \int_{1}^{\infty} x^{-1+s-z} d x\right]
\end{aligned}
$$

If these integrals are introduced to equation (34), then follows

$$
\begin{equation*}
\Gamma[s]==\int_{0}^{1} x^{s-1} \frac{d x}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] x^{-z} d z+\int_{1}^{\infty} x^{s-1} \frac{d x}{2 \pi i} \int_{b-i \infty}^{b+i \infty} \Gamma[z] x^{-s} d z, \tag{35}
\end{equation*}
$$

where is presupposed, that the exchange of the integration order is allowed, which shall be shown in § 8 with even more general assupmtions. Beyond this by use of the above mentioned rectangle results, that

$$
\begin{equation*}
\int_{a-i \infty}^{a+i \infty} \Gamma[z] x^{-z} d z==\int_{b-i \infty}^{b+i \infty} \Gamma[z] x^{-z} d z \tag{36}
\end{equation*}
$$

since the integral of $\Gamma[z] \boldsymbol{x}^{-z} \boldsymbol{d} z$ being extended over the border of the rectangle yields null, because this expression behaves within the rectangle and at its border regularly, and the integrals being extended along the sides being infinitely afar off disappear because of equation (11). Now from equation (35) follows because of equation (36)

$$
\begin{equation*}
\Gamma[s]==\int_{0}^{\infty} x^{s-1} \frac{d x}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] x^{-z} d z==\int_{0}^{\infty} J[x, a] x^{s-1} d x \tag{37}
\end{equation*}
$$

thus we are caused to examine the integral

$$
\begin{equation*}
J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] x^{-z} d z \tag{38}
\end{equation*}
$$

The convergence area of this integral shall be determined more detailed in § 8. Here it is enough to know, that because of equation (11) it converges at least for all real positive $\boldsymbol{x}$.

$$
\Gamma[s+i t] x^{-(s+i t)} / \cdot\left\{\Gamma\left[z_{-}\right]: \rightarrow e^{-\frac{\pi}{2} t} t^{s-\frac{1}{2}}(\sqrt{2 \pi}+\epsilon)\right\}
$$

$$
\begin{aligned}
& \text { Limit }[\%, t \rightarrow \infty] \\
& E^{-\frac{\pi t}{2}} t^{-\frac{1}{2}+s} x^{-s-I t}(\sqrt{2 \pi}+\epsilon) \\
& 0
\end{aligned}
$$

If we compare $J[x, a]$ with $a>0$ to $J\left[x, \frac{\mathbf{1}}{\mathbf{2}}-n\right]$, where $\boldsymbol{n}$ is a positive integer number, then by application of Cauchy's sentence in the way given above results the formula

$$
\begin{equation*}
J[x, a]==\sum_{v=0}^{n-1} \frac{(-x)^{v}}{v!}+J\left[x, \frac{1}{2}-n\right] \tag{39}
\end{equation*}
$$

because the residuum of $\Gamma[z] x^{-z}$ connected to the pole $z==-v$ is because of $\lim _{z==0} z \Gamma[z]=\mathbf{1}$ and equation (6) equal to

$$
\lim _{z=-v}(z+v) \Gamma[z] x^{-z}==\lim _{z=-v} \frac{(z+v) \Gamma[z+v] x^{-z}}{z(z+1) \cdots(z+v-1)}==\left(\frac{(-x)^{v}}{v!}\right) .
$$

## $\operatorname{Limit}[z \operatorname{Gamma}[z], z \rightarrow 0]$

1

## Residue[Gamma[z] $\left.x^{-z},\{z,-\#\}\right]$ \& /@ Range[0, 7]

$$
\left\{1,-x, \frac{x^{2}}{2},-\frac{x^{3}}{6}, \frac{x^{4}}{24},-\frac{x^{5}}{120}, \frac{x^{6}}{720},-\frac{x^{7}}{5040}\right\}
$$

$$
\frac{(z+v) \operatorname{Gamma}[z+v] x^{-z}}{z(z+1)(z+v-1)} / \cdot\{z \rightarrow z-v\} / \cdot\{v \rightarrow 3\}
$$

$$
\operatorname{Limit}[\%, z \rightarrow 0]
$$

$$
\frac{x^{3-z} z \operatorname{Gamma}[z]}{(-3+z)(-2+z)(-1+z)}
$$

$$
-\frac{x^{3}}{6}
$$

By the substitution $z=\frac{\mathbf{1}}{\mathbf{2}}-\boldsymbol{n}+\boldsymbol{i t}$ results

$$
J\left[x, \frac{1}{2}-n\right]=\frac{x^{n-\frac{1}{2}}}{2 \pi} \int_{-\infty}^{\infty} \frac{\Gamma\left[\frac{1}{2}+i t\right] x^{-i t}}{\left(\frac{1}{2}+i t-1\right) \cdots\left(\frac{1}{2}+i t-n\right)} d t
$$

from which follows

$$
J\left[x, \frac{1}{2}-n\right]<\frac{x^{n-\frac{1}{2}}}{\frac{1}{2}\left(\frac{1}{2}+1\right) \cdots\left(\frac{1}{2}+n-1\right)} \int_{-\infty}^{\infty}\left(\left|\Gamma\left[\frac{1}{2}+i t\right]\right|\right) d t
$$

The integral on the right hand side of equation (39) therefore reaches with increasing $\boldsymbol{n}$ the result null, thus $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ is equal to $\boldsymbol{e}^{-x}$.
$\operatorname{Gamma}\left[\frac{1}{2}-n+i t\right]==\frac{\operatorname{Gamma}\left[\frac{1}{2}+i t\right]}{\left(\frac{1}{2}+i t-1\right)\left(\frac{1}{2}+i t-n\right)} / \cdot\{n \rightarrow 2\} / /$ FullSimplify
True

$$
\begin{aligned}
& J[x, a]==\frac{i}{2 \pi i} \int_{-\infty}^{\infty} \Gamma\left[\frac{1}{2}-n+i t\right] x^{n-\frac{1}{2}-i t} d t / \\
& \left\{a \rightarrow \frac{1}{2}-n, \Gamma\left[\frac{1}{2}-n+i t\right]: \rightarrow \frac{\Gamma\left[\frac{1}{2}+i t\right]}{\left(\frac{1}{2}+i t-1\right)\left(\frac{1}{2}+i t-n\right)}\right\}
\end{aligned}
$$

$\% / .\{$ Integrate $\rightarrow$ Dummy $\} / / .\left\{\right.$ Equal $\rightarrow$ Less, $\left.\frac{b_{-}}{\left(i t+a_{-}\right)}: \rightarrow \frac{b}{a}, x^{-i t+a_{-}}: \rightarrow x^{a}\right\} / .\{$ Dummy $\rightarrow$ Integrate $\}$
$\operatorname{Limit}\left[\operatorname{Evaluate}\left[\operatorname{Last}[\%] / \cdot\left\{\left(\frac{1}{2}-n\right) \rightarrow n!, \int_{-\infty}^{\infty} \Gamma\left[\frac{1}{2}+I t\right] d t \rightarrow M\right\}\right], n \rightarrow \infty\right]$
$J\left[x, \frac{1}{2}-n\right]==\frac{\int_{-\infty}^{\infty} \frac{x^{-\frac{1}{2}+n-I t}\left[\frac{1}{2}+I t\right]}{\left(-\frac{1}{2}+I t\right)\left(\frac{1}{2}-n+I t\right)} d t}{2 \pi}$
$J\left[x, \frac{1}{2}-n\right]<-\frac{x^{-\frac{1}{2}+n} \int_{-\infty}^{\infty} \Gamma\left[\frac{1}{2}+I t\right] d t}{\left(\frac{1}{2}-n\right) \pi}$
0
$\sum_{v=0}^{\infty} \frac{(-x)^{v}}{v!}==e^{-x}$
True

If in the equations (37) and (38) is set $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]==\boldsymbol{e}^{\boldsymbol{- x}}$, then it has turned out as final result, that between the gamma and the exponential function exists the remarkable reciprocity:

$$
\left\{\begin{array}{cc}
e^{-x}=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] x^{-z} d z, & -\frac{\pi}{2}<\operatorname{Arg}[x]<\frac{\pi}{2}, a>0  \tag{40}\\
\Gamma[z]==\int_{0}^{\infty} e^{-x} x^{z-1} d x, & \operatorname{Re}[z]>0
\end{array}\right.
$$

From § 8 will result, that the first integral converges for all values of $\boldsymbol{x}$ fulfilling the condition $-\frac{\pi}{2}<\operatorname{Arg}[x]<+\frac{\pi}{2}$.

Already in the year 1894 the transformations above were the starting point of my elaboration On the fundamental importance of the sentence of Cauchy for the theories of the gamma and the hypergeometric functions*), where, as far as I know, they have been used at the first time.
*) Über die fundamentale Wichtigkeit des Satzes von Cauchy für die Theorien der Gamma- und der hypergeometrischen Funktionen, Acta Societatis Scientiarum Fennicae. Tom. 21. 1896. Submitted to the society on Nov. 19th, 1894.

## ■ § 7. The Preceding Method is Applicable to More General Gamma Functions

The method used in the previous section, where the reciprocal formulae (40) have been found, obviously is not limited to $\Gamma[z]$ only. At the derivation of formula (37), where $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ is defined by equation (38), indeed has been made use of the circumstance only, that a stripe being parallel to the imaginary axis can be assumed, where $\Gamma[z]$ behaves regularly and reaches the limit null by increasing $|\boldsymbol{t}|$ according to the formula

$$
|\Gamma[s+i t]|==e^{-\frac{\pi}{2}|t|}(|t|)^{s-\frac{1}{2}}|\sqrt{2 \pi}+\epsilon| .
$$

But at the following discussion expressing the integral $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ by the exponential function, the functional equation of $\Gamma[z]$ has been used to determine the series expansion of $J[x, a]$.

If we now consider e.g. the expressions of § 4

$$
\begin{equation*}
G[z], H[z], G[z] \operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{p}\right)\right], \tag{41}
\end{equation*}
$$

by taking within $\boldsymbol{H}[z] \boldsymbol{m}>\boldsymbol{n}$ and within the last expression $\boldsymbol{p}<\frac{\boldsymbol{m}+\boldsymbol{n}}{2}$, then we find, that the absolute value each of these functions because of the equations (23), (24), (25) can be brought to the form

$$
\boldsymbol{e}^{-\vartheta|t|} f[s, t],
$$

where $\vartheta$ stands for a positive constant, while $f[s, t]$ can grow at the most like a finite power of $\boldsymbol{t}$, if $\boldsymbol{s}$ stays between finite borders. A stripe being parallel to the imaginary axis obviously can be assumed, indeed in many ways, that the above given expressions behave regularly there. For $\boldsymbol{H}[z]$ there is even a half plane of this kind.

Now this elucidates, that the method of the previous section can be applied to the above given functions (41), which we want to name $\boldsymbol{F}[z]$, thus we yield instead of the formulae (40) the following more general ones:

$$
\begin{gather*}
F[z]==\int_{0}^{\infty} \Phi[x] x^{z-1} d x,  \tag{42}\\
\Phi[x]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z \tag{43}
\end{gather*}
$$

By the first formula obviously a considerable amount of integrals is reduced to the gamma function, among which Euler's integral of second kind is the simplest special case.

The importance of the last formula (43) for our theory meanwhile is even much greater than the one of the first. Indeed it will turn out, that the functions $\boldsymbol{\Phi}[\boldsymbol{x}]$, yielded by equation (43) from the gamma functions, are hypergeometric functions.

Before we switch to this proof, we want to develop the law of reciprocity being expressed by the above given formulae, in its full generality. That indeed it cannot be limited to gamma functions only, already is evident by the fact, that the last formula is valid without use of the functional equation of $\boldsymbol{F}[z]$.

## ■ § 8. Two General Integral Classes and their Reciprocity Law

Further on we understand $f[s, t]$ to be a positive variable, which after multiplication by $\boldsymbol{e}^{-\epsilon|t|}$ equally reaches null with infinitely increasing $|\boldsymbol{t}|$, if $\boldsymbol{s}$ stays between certain borders, that have to be given in detail in each case. Here and further on, $\boldsymbol{\epsilon}$ is understood to be an arbitrary small, positive constant.

Sentence (I.) $\boldsymbol{F}[z]$ be an analytic function of $z=\boldsymbol{s} \boldsymbol{+ i t}$, which behaves regularly near each finite location within and at the border of a certain parallel stripe being defined by

$$
\begin{equation*}
\alpha \leq s \leq \beta, \quad \alpha<\beta, \tag{44}
\end{equation*}
$$

and which within equation (44) reaches null with increasing $|\boldsymbol{t}|$ accrding to the formula

$$
\begin{equation*}
|F[z]|==e^{-\vartheta|t|} f[s, t], \tag{45}
\end{equation*}
$$

where $\theta$ stands for a certain positive constant, while $f[s, t]$ has got the above given meaning for $\alpha \leq s \leq \beta$. Then the integral

$$
\begin{equation*}
J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z \quad \alpha \leq a \leq \beta \tag{46}
\end{equation*}
$$

converges equally in each area of $\boldsymbol{x}=|\boldsymbol{x}| \boldsymbol{e}^{i \theta}$, defined by the inequalities

$$
\begin{equation*}
-(\vartheta-2 \epsilon) \leq \theta \leq+(\vartheta-2 \epsilon), \quad \epsilon^{\prime} \leq|x| \leq\left(\frac{1}{\epsilon^{\prime}}\right) \tag{47}
\end{equation*}
$$

and also fulfills the fundamental inequatlity

$$
\begin{equation*}
|J[x, a]|<C[a, \epsilon]|x|^{-a}, \tag{48}
\end{equation*}
$$

for each $\boldsymbol{x}$ fulfilling the first condition (47), where $\boldsymbol{C}$ is a size being independent of $\boldsymbol{x}$ and $\boldsymbol{\epsilon}^{\prime}$.

To prove this sentence, $\boldsymbol{z}=\boldsymbol{a}+\boldsymbol{i} \boldsymbol{t}$ is assumed. Then because of the relations (45) and (47)

$$
\left|F[z] x^{-z}\right| \leq|x|^{-a} e^{-2 \epsilon|t|} f[a, t],
$$

```
\(\operatorname{Abs}[F[z]] x^{-z} / \cdot\left\{z \rightarrow a+i \operatorname{Abs}[t], x \rightarrow \operatorname{Abs}[x] e^{i(\vartheta-2 \epsilon)}\right\}\)
\(\% / .\left\{\operatorname{Abs}\left[F\left[s_{-}+i t \_\right]\right]: \rightarrow \operatorname{Exp}[-\vartheta \operatorname{Abs}[t]] f[s, t]\right\} / /\) PowerExpand // ExpandAll
\(\%==E^{-2 \epsilon \operatorname{Abs}[t]} \operatorname{Abs}[x]^{-a} f[a, \operatorname{Abs}[t]] / .\left\{\right.\) Complex \(\left.\left[0, \_\right]: \rightarrow 0\right\}\)
\(\left(E^{I(-2 \epsilon+\gamma)}\right)^{-a-I \mathrm{Abs}[t]} \mathrm{Abs}[x]^{-a-I \mathrm{Abs}[t]} \mathrm{Abs}[F[a+I \mathrm{Abs}[t]]]\)
\(E^{2 I a \epsilon-I a \vartheta-2 \epsilon \operatorname{Abs}[t]} \operatorname{Abs}[x]^{-a-I \mathrm{Abs}[t]} f[a, \operatorname{Abs}[t]]\)
True
```

where $\boldsymbol{f}$ is independent of $\boldsymbol{x}$. Thus within the series

$$
\begin{equation*}
\sum_{v=-\infty}^{v=+\infty} \frac{1}{2 \pi i} \int_{a+i v}^{a+i(v+1)} F[z] x^{-z} d z=J[x, a] \tag{49}
\end{equation*}
$$

the absolute values of each serial member are equal or less than

$$
\sum_{\nu=-\infty}^{\nu=+\infty}(|x|)^{-a} \int_{v}^{\nu+1} e^{-2 \epsilon|t|} f[a, t] d t=(|x|)^{-a} \int_{-\infty}^{\infty} e^{-\epsilon|t|} \cdot e^{-\epsilon|t|} f[a, t] d t
$$

which because of the mentioned properties of $\boldsymbol{f}$ has got a finite value being independent of $\boldsymbol{x}$, except for $|\boldsymbol{x}|^{-a}$. From this elucidates the availability of the sentence.

Because each member of the in relation (47) equally converging series (49) is a monogene function of $\boldsymbol{x}$, also the integral $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ in relation (47) is a monogene, everywhere there regularly behaving function of $\boldsymbol{x}$. We name this function $\Phi[x]$.

If Cauchy's integral sentence is applied due to $\S 6$, the resut is, that $J[x, a]$ for all $a$ fulfilling $\alpha \leq a \leq \beta$ represents one and the same function $\Phi[x]$.

If the width $\beta-\alpha$ of the stripe (44) is finite, then $\boldsymbol{C}$ obviously can be understood to be a constant being dependent of $\boldsymbol{\epsilon}$ only.

From relation (48) results, if $a$ is any number fulfilling the condition $\alpha \leq a \leq \beta$ and $\beta-\alpha$ is finite, that $\left|x^{a} \Phi[x]\right|$ for all $x$ within relation (47) stays beneath a finite limit:

$$
\begin{equation*}
\left|x^{a} \Phi[x]\right|<K, \quad \alpha \leq a \leq \beta \tag{50}
\end{equation*}
$$

Sentence (II.) Now from this results in the known way, that the integral

$$
\begin{equation*}
\int_{0}^{\infty} \Phi[x] x^{s-1} d x \tag{51}
\end{equation*}
$$

converges for each value $\boldsymbol{s}=\boldsymbol{u}+\boldsymbol{i v}$ being located within the stripe $\boldsymbol{\alpha}<\boldsymbol{a}<\boldsymbol{\beta}$. Now we claim, that this integral is equal to our original function $\boldsymbol{F}[s]$.

For the first we remark, that the integral or the series respectively

$$
\begin{equation*}
J_{1}[x, a]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \frac{F[z]}{z-s} x^{s-z} d z=\frac{1}{2 \pi i} \sum_{v=-\infty}^{v=+\infty} \int_{a+i v}^{a+i(v+1)} \frac{F[z]}{z-s} x^{s-z} d z \tag{52}
\end{equation*}
$$

with $\operatorname{Re}[s] \neq \boldsymbol{a}$, obviously within relation (47) converges equally at the same reason as the series (49). Thus series (52) is allowed to be differentiated at each member. Because each member is an integral between regular borders, it is allowed to practise the differentiation under the integral sign. By this results:

$$
\left.\frac{d}{d x} J_{1}[x, a]\right]=-x^{s-1} J[x, a] .
$$

$$
\begin{aligned}
& \frac{\operatorname{Abs}[\boldsymbol{F}[z]]}{z-s} \boldsymbol{x}^{s-z} / \cdot\left\{z \rightarrow \boldsymbol{a}+\boldsymbol{i} \operatorname{Abs}[t], \boldsymbol{x} \rightarrow \mathrm{Abs}[\boldsymbol{x}] \boldsymbol{e}^{i(\vartheta-2 \epsilon)}\right\} \\
& \% / \cdot\left\{\frac{\mathbf{1}}{\boldsymbol{a}-\boldsymbol{s}+\boldsymbol{i}_{-}}: \rightarrow \frac{\mathbf{1}}{\boldsymbol{a}-\boldsymbol{s}}, \operatorname{Abs}\left[\boldsymbol{F}\left[\mathrm{s}_{-}+\boldsymbol{i} \mathbf{t} \_\right]\right]: \rightarrow \operatorname{Exp}[-\vartheta \operatorname{Abs}[t]] f[s, t]\right\} / / \text { PowerExpand // Simplify } \\
& \% / \cdot\left\{\operatorname{Complex}\left[\mathbf{0},{ }_{-}\right]: \rightarrow \mathbf{0}\right\} \\
& \frac{\left(E^{I(-2 \epsilon+\gamma)}\right)^{-a+s-I \operatorname{Abs}[t]} \operatorname{Abs}[x]^{-a+s-I \operatorname{Abs}[t]} \operatorname{Abs}[F[a+I \operatorname{Abs}[t]]]}{a-s+I \operatorname{Abs}[t]} \\
& \frac{E^{I(a-s)(2 \epsilon-\vartheta)-2 \epsilon \operatorname{Abs}[t]} \operatorname{Abs}[x]^{-a+s-I \operatorname{Abs}[t]} f[a, \operatorname{Abs}[t]]}{a-s} \\
& \frac{E^{-2 \epsilon \operatorname{Abs}[t]} \operatorname{Abs}[x]^{-a+s} f[a, \operatorname{Abs}[t]]}{a-s} \\
& \boldsymbol{\partial}_{x}\left(\frac{\boldsymbol{F}[z]}{z-s} \boldsymbol{x}^{s-z}\right)==-\boldsymbol{x}^{s-\mathbf{1}} \boldsymbol{F}[z] \boldsymbol{x}^{-z} / / \operatorname{Simplify} \\
& \text { True }
\end{aligned}
$$

Because of $\alpha<\operatorname{Re}[s]<\beta$ is $\boldsymbol{J}_{\mathbf{1}}[\mathbf{0}, \alpha]=\mathbf{0}$ and $\boldsymbol{J}_{\mathbf{1}}[\infty, \beta]=\mathbf{0}$ and thus

$$
\begin{gathered}
\int_{0}^{1} J[x, a] x^{s-1} d x=-J_{1}[1, \alpha]=-\frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{F[z]}{z-s} d z, \\
\int_{1}^{\infty} J[x, \beta] x^{s-1} d x=J_{1}[1, \beta]=\frac{1}{2 \pi i} \int_{\beta-i \infty}^{\beta+i \infty} \frac{F[z]}{z-s} d z .
\end{gathered}
$$

After these preparations the proof of the above given claim has the following shape:

$$
\begin{aligned}
& \int_{0}^{\infty} \Phi[x] x^{s-1} d x==\int_{0}^{\infty} J[x, a] x^{s-1} d x \\
= & \int_{0}^{1} J[x, a] x^{s-1} d x+\int_{1}^{\infty} J[x, a] x^{s-1} d x \\
= & \int_{0}^{1} J[x, \alpha] x^{s-1} d x+\int_{1}^{\infty} J[x, \beta] x^{s-1} d x \\
==- & \frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{F[z]}{z-s} d z+\frac{1}{2 \pi i} \int_{\beta-i \infty}^{\beta+i \infty} \frac{F[z]}{z-s} d z .
\end{aligned}
$$

The last expression is equal to the integral, that is extended in positive direction over the borders of the stripe

$$
\frac{1}{2 \pi i} \oint \frac{F[z]}{z-s} d z
$$

which is equal to $\boldsymbol{F}[s]$.

Thus between both the functions $\boldsymbol{F}[z]$ and $\boldsymbol{\Phi}[x]$ consists the reciprocity

$$
\left\{\begin{array}{cc}
\Phi[x]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z, & -\vartheta<\operatorname{Arg}[x]<+\vartheta, \alpha \leq a \leq \beta ;  \tag{53}\\
F[z]==\int_{0}^{\infty} \Phi[x] x^{z-1} d x, & \alpha<\operatorname{Re}[z]<\beta .
\end{array}\right.
$$

Thus for each function $\boldsymbol{F}[\boldsymbol{z}]$ having the properties of sentence (I.) the inverse formula is valid

$$
F[s]==\int_{0}^{\infty} x^{s-1} \frac{d x}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z, \quad \begin{gather*}
\alpha<\operatorname{Re}[s]<\beta  \tag{54}\\
\alpha \leq a \leq \beta
\end{gather*}
$$

However, our examination still needs an essential completion. Until now $\boldsymbol{F}[z]$ has been an independently defined function, while $\boldsymbol{\Phi}[\boldsymbol{x}]$ has been generated by use of $\boldsymbol{F}[z]$. Now we want to start by an independently defined function $\Phi[x]$.

Sentence ( $\left.\mathbf{I}^{\prime}.\right) \Phi[x]$ be a monogene function, which behaves regularly within and at the border of the area being defined by

$$
\begin{equation*}
-\vartheta \leq \theta \leq+\vartheta \tag{55}
\end{equation*}
$$

with $\boldsymbol{x}=|\boldsymbol{x}| e^{i \theta}$, where the locations $\boldsymbol{x}=\boldsymbol{0}$ and $\boldsymbol{x}=\boldsymbol{\infty}$ are eventually excluded. Further be assumed, that $\left|x^{a} \boldsymbol{\Phi}[\boldsymbol{x}]\right|$ with $a$ being an arbitrary number fulfilling $\boldsymbol{\alpha} \leq \boldsymbol{a} \leq \boldsymbol{\beta}$ stays beneath a finite limit for all $\boldsymbol{x}$ in relation (55). Then the integral

$$
\begin{equation*}
F[z]==\int_{0}^{\infty} \Phi[x] x^{z-1} d x \tag{56}
\end{equation*}
$$

converges equally within the stripe

$$
\begin{equation*}
\alpha+\epsilon \leq \operatorname{Re}[z] \leq \beta-\epsilon \tag{57}
\end{equation*}
$$

and reaches the limit null by increasing $|\boldsymbol{z}|==|s+\boldsymbol{i} \boldsymbol{t}|$ according to the formula

$$
\begin{equation*}
|F[z]|==e^{-\vartheta|t|} f[s, t], \tag{58}
\end{equation*}
$$

where $\boldsymbol{f}$ and $\boldsymbol{\epsilon}$ have got their properties given ealier.
The convergence of the integral is shown in the known way. The integral along the straight line $\mathbf{0}-\mathbf{R}$, the arc $\mathbf{R}-\mathbf{R} \boldsymbol{e}^{ \pm i \boldsymbol{\theta}}$ and the straight line $\boldsymbol{R} \boldsymbol{e}^{ \pm i \vartheta}-\mathbf{0}$

$$
\oint \Phi[x] x^{z-1} d x
$$

gives null due to the sentence of Cauchy. Because of $\lim \Phi[x] x^{a}==0$ for $x=\infty, \alpha<a<\beta$ the part of the integral along the arc reaches null by increasing $\boldsymbol{R}$. Thus for $\boldsymbol{R}=\boldsymbol{\infty}$ and by the substitutions $\boldsymbol{x}==\boldsymbol{e}^{ \pm i \boldsymbol{\theta}} \boldsymbol{\tau}$ results

$$
F[z]==e^{i \vartheta z} \int_{0}^{\infty} \Phi\left[e^{i \vartheta} \tau\right] \tau^{z-1} d \tau, \quad F[z]==e^{-i \vartheta z} \int_{0}^{\infty} \Phi\left[e^{-i \vartheta} \tau\right] \tau^{z-1} d \tau
$$

and from this

$$
\begin{equation*}
F[z]=\frac{1}{\operatorname{Sin}[\vartheta z]} \int_{0}^{\infty} \frac{\Phi\left[e^{-i \vartheta} \tau\right]-\Phi\left[e^{i \vartheta} \tau\right]}{2 i} \tau^{z-1} d \tau \tag{59}
\end{equation*}
$$

$$
\begin{aligned}
& \Phi[x] x^{z-1} x / \cdot\{x \rightarrow \#\} \& / @\left\{\boldsymbol{e}^{i \vartheta} \tau, e^{-i \vartheta} \tau\right\} / / \text { PowerExpand } \\
& \left(\frac{F[z]}{\boldsymbol{e}^{-i \vartheta z}}-\frac{\boldsymbol{F}[z]}{\boldsymbol{e}^{i \vartheta z}}\right)==\left(\frac{\text { Last }[\#]}{\boldsymbol{e}^{-i \vartheta z}}-\frac{\text { First }[\#]}{\boldsymbol{e}^{i \vartheta z}}\right) \&[\%] / / \text { FullSimplify } \\
& \frac{\text { Last }[\%]}{2 i \operatorname{Sin}[\vartheta z]}==\frac{\Phi\left[\boldsymbol{e}^{-i \vartheta} \tau\right]-\Phi\left[e^{i \vartheta} \tau\right]}{2 \boldsymbol{i} \operatorname{Sin}[\vartheta z]} \tau^{z} \\
& \left\{E^{I z \vartheta} \tau^{z} \Phi\left[E^{I \vartheta} \tau\right], E^{-I z \vartheta} \tau^{z} \Phi\left[E^{-I \vartheta} \tau\right]\right\} \\
& 2 I F[z] \operatorname{Sin}[z \vartheta]==\tau^{z}\left(\Phi\left[E^{-I \vartheta} \tau\right]-\Phi\left[E^{I \vartheta} \tau\right]\right)
\end{aligned}
$$

True

Because $\boldsymbol{\tau}$ is a real positive variable, the absolute value of the integral on the right hand side stays with increasing $|\boldsymbol{t}|$ beneath a finite limit, thus $|\boldsymbol{F}[z]|$ indeed can be brought to the form (58).

$$
\begin{aligned}
& \frac{1}{\operatorname{Sin}[\vartheta z]} \int_{0}^{\infty} \frac{\Phi\left[e^{-i \vartheta} \tau\right]-\Phi\left[e^{i \vartheta} \tau\right]}{2 \boldsymbol{i}} \tau^{z-1} d \tau / \cdot\{z \rightarrow s+\boldsymbol{i t}\} \\
& \text { Limit[Evaluate } \left.\left[\% / \cdot\left\{\int_{0}^{\infty} \mathbf{a}_{-} d \tau \rightarrow K, \vartheta \rightarrow \mathbf{1}\right\}\right], t \rightarrow \infty\right] \\
& -\frac{1}{2} I \operatorname{Csc}[(s+I t) \vartheta] \int_{0}^{\infty} \tau^{-1+s+I t}\left(\Phi\left[E^{-I \vartheta} \tau\right]-\Phi\left[E^{I \vartheta} \tau\right]\right) d \tau \\
& 0
\end{aligned}
$$

Sentence (II'.) Thus according to sentence (I) the integral

$$
\begin{equation*}
J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z \quad \alpha<a<\beta \tag{60}
\end{equation*}
$$

converges for all $\boldsymbol{x}$ fulfilling the condition $-\boldsymbol{\theta}<\boldsymbol{\theta}<\boldsymbol{+ \theta}$. Now we claim, that this integral is equal to our original function $\Phi[x]$.

With the substitution in the formula

$$
\begin{gathered}
J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} x^{-z} d z \int_{0}^{\infty} \Phi[t] t^{z-1} d t: \\
x==e^{i u}, \quad z=\frac{\alpha+\beta}{2}+i \log [y], \quad t==e^{i w}, \quad a==\frac{\alpha+\beta}{2},
\end{gathered}
$$

results

$$
\begin{gather*}
J\left[e^{i u}, a\right] e^{\frac{\alpha+\beta}{2} i u}==\int_{0}^{\infty} y^{u-1} \frac{d y}{2 \pi i} \int_{-i \infty}^{i \infty} \Phi\left[e^{i w}\right] e^{\frac{\alpha+\beta}{2} i w} y^{-w} d w .  \tag{61}\\
\Phi[t] t^{z-1} d t==-\frac{1}{\boldsymbol{i}} \Phi\left[\boldsymbol{e}^{i w}\right] e^{\frac{\alpha+\beta}{2} i w} y^{-w} d w / \cdot\left\{d t \rightarrow \boldsymbol{e}^{i w} \boldsymbol{i} d w, t \rightarrow \boldsymbol{e}^{i w}, z \rightarrow \frac{\alpha+\beta}{2}+\boldsymbol{i} \log [y]\right\} / /
\end{gather*}
$$

PowerExpand // ExpandAll // Simplify
True

$$
\frac{1}{2 \pi} x^{-z} d z==-\frac{y^{u-1}}{e^{\frac{\alpha+\beta}{2} i u}} \frac{d y}{2 \pi i} / \cdot\left\{x \rightarrow e^{i u}, d z \rightarrow \frac{i d y}{y}, z \rightarrow \frac{\alpha+\beta}{2}+i \log [y]\right\} / / \text { PowerExpand // }
$$

## ExpandAll // Simplify

True
Because of the assumptions for $\boldsymbol{\Phi}$ the expression $\Phi\left[\boldsymbol{e}^{i w}\right] e^{\frac{\alpha+\beta}{2} i w}$ is regular within the stripe $-\vartheta \leq \operatorname{Re}[w]<+\vartheta$ with the absolue value being less than $\boldsymbol{K} \boldsymbol{e}^{-\frac{\beta-\alpha}{2}|t|}$. Thus for this expression the inversion formula (54) is valid, so that the right hand side of equation (61) must be equal to $\Phi\left[e^{i u}\right] e^{\frac{\alpha+\beta}{2} i u}$ for $-\vartheta<\operatorname{Re}[u]<+\boldsymbol{\theta}$ and by this $J[x, a]=\boldsymbol{\Phi}[x]$ for $-\vartheta<\operatorname{Arg}[x]<+\boldsymbol{\theta}$.

Thus between both the functions $\boldsymbol{\Phi}[\boldsymbol{x}]$ and $\boldsymbol{F}[z]$ consists the reciprocity:

$$
\left\{\begin{array}{c}
F[z]==\int_{0}^{\infty} \Phi[x] x^{z-1} d x, \\
\Phi[x]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d x, \quad-\vartheta<\operatorname{Arg}[x]<+\vartheta, \alpha<a<\beta . \tag{62}
\end{array}\right.
$$

## Correction of misprint:

$$
\begin{gathered}
F[z]==\int_{0}^{\infty} \Phi[x] x^{z-1} d x, \quad a<\operatorname{Re}[z]<\beta \\
\Phi[x]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z, \quad-\vartheta<\operatorname{Arg}[x]<+\vartheta, \quad a<a<\beta
\end{gathered}
$$

Thus for each function $\boldsymbol{\Phi}$ having the properties of sentence ( $\left.I^{\prime}.\right)$ the inverse formula is valid

$$
\Phi[t]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} t^{-z} d z \int_{0}^{\infty} \Phi[x] x^{z-1} d x, \quad \begin{gather*}
\alpha<a<\beta  \tag{63}\\
-\vartheta<\operatorname{Arg}[t]<+\vartheta
\end{gather*}
$$

If we name by $(\boldsymbol{F})$ or by $(\boldsymbol{\Phi})$ respectively the whole of all functions having the properties of sentence (I.) or sentence (I'.) respectively, then due to the elaboration above the functions of both classes correspond to each other unequivocally in the following way. Each function of the class $(\Phi)$ is transformed by the first formula (62) into a function of the class $(\boldsymbol{F})$, and also vice versa each function of the class $(\boldsymbol{F})$ is transformed by the last formula (62) into a function of the class ( $\boldsymbol{\Phi}$ ). If $\boldsymbol{\Phi}$ is changed into $\boldsymbol{F}$ by the first formula and then $\boldsymbol{F}$ by the last one into $\boldsymbol{\Phi}_{1}$, then always is $\boldsymbol{\Phi}_{1}[x]=\boldsymbol{\Phi}[x]$. If $\boldsymbol{F}$ is transformed by the last one into $\boldsymbol{\Phi}$ and then $\boldsymbol{\Phi}$ by the first one into $\boldsymbol{F}_{\mathbf{1}}$, then also always is $\boldsymbol{F}_{1}[z]=\boldsymbol{F}[z]$. Two functions being coupled to each other by this reciprocity law suitably can be called reciprocal or conjugated functions. The gamma and the exponential function according to $\S 6$ are two such reciprocal functions.

An immediate consequence of this reciprocity law is the following sentence being important when integrating hypergeometric differential equations:

One of two reciprocal functions can be identical to null just if also the other one is equal to zero only.

The general results of this section also already occur in my above (§ 6) mentioned elaboration (§§ 14 and 29), where as far as I know they have been developed for the first time. Have also a look at § 7 of my elaboration*) in the Acta Mathematica vol. 25. I have also shown**) some years ago, that these results can be transfered completely to corresponding functions of several variables.

The above given formulae certainly are connected to Fourier's integral formula, which however I do not want to show in detail on this occasion.
*) Über den Zusammenhang zwischen den linearen Differential- und Differenzengleichungen (On the Connection between the Linear Differential and Difference Equations).
**) Zur Theorie zweier allgemeiner Klassen bestimmter Integrale (On the Theory of two General Classes of Definite Integrals). Acta Soc. Sc. Fennicae, Tom. 22. 1896.

## ■ § 9. Examples of Conjugated Functions

We want to present only the following of the numberless possible examples of such functions.

First Example. Because of simplification we assume, that $\operatorname{Re}[s]>0$ and build up the integral

$$
J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] \Gamma[s-z] x^{-z} d z, \quad \begin{gathered}
-\pi<\operatorname{Arg}[x]<+\pi, \\
0<a<\operatorname{Re}[s] .
\end{gathered}
$$

Similar to § 6 results

$$
J[x, a]==\sum_{v=0}^{n-1} \frac{\Gamma[s+v]}{v!}(-x)^{v}+J[x, a-n], \quad 0<a<1
$$

Plus @@ (Residue[Gamma[z] Gamma[s-z] $\left.\left.x^{-z},\{z,-\#\}\right] \& / @ \operatorname{Range}[0,4]\right)$
$\operatorname{Gamma}[s]-x \operatorname{Gamma}[1+s]+\frac{1}{2} x^{2} \operatorname{Gamma}[2+s]-\frac{1}{6} x^{3} \operatorname{Gamma}[3+s]+\frac{1}{24} x^{4} \operatorname{Gamma}[4+s]$
If we assume $|\boldsymbol{x}|<\mathbf{1}$, then we yield by the sentence at the end of $\S 5 \lim J[x, \boldsymbol{a}-\boldsymbol{n}]=\mathbf{0}$ for $\boldsymbol{n}=\boldsymbol{\infty}$. Thus is $\boldsymbol{J}[x, a]=\Gamma[s](1+\boldsymbol{x})^{-s}$ and this equality indeed consists because of the equalized convergence of $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ not for $|x|<1$ only, but also for $-\pi<\operatorname{Arg}[x]<+\pi$, i.e. for the whole $\boldsymbol{x}$-plane, except for the negative half of the real axis. Thus because of the preceding section one gets

$$
\begin{array}{cr}
\frac{\Gamma[s]}{(1+x)^{s}}==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma[z] \Gamma[s-z] x^{-z} d z, & -\pi<\operatorname{Arg}[x]<+\pi \\
\Gamma[z] \Gamma[s-z]==\Gamma[s] \int_{0}^{\infty} \frac{x^{z-1}}{(1+x)^{s}} d x, & 0<a<\operatorname{Re}[s] ;  \tag{64}\\
& 0<\operatorname{Re}[z]<\operatorname{Re}[s]
\end{array}
$$

$\frac{\operatorname{Gamma}[s+v]}{\operatorname{Gamma}[v+1]}==\operatorname{Gamma}[s] \operatorname{Binomial}[s+v-1, v] / /$ FullSimplify
True

$$
\begin{aligned}
& \frac{\operatorname{Gamma}[s]}{(1+x)^{s}}-\operatorname{Gamma}[s] \sum_{v=0}^{N} \operatorname{Binomial}[s+v-1, v](-x)^{v} / / \text { ExpandAll // FullSimplify } \\
& 0==\operatorname{Limit}\left[\text { Evaluate }\left[\% / \cdot\left\{x \rightarrow \frac{1}{2}\right\} / / \text { Simplify }\right], N \rightarrow \infty\right]
\end{aligned}
$$

$$
(-x)^{1+N} \text { Gamma }[1+N+s] \text { Hypergeometric2F1Regularized }[1,1+N+s, 2+N,-x]
$$

Series::esss : Essential singularity encountered in Gamma $\left[\frac{1}{N}+(1+s)+O[N]^{3}\right]$.

Series::esss : Essential singularity encountered in Gamma $\left[\frac{1}{N}+(1+s)+O[N]^{3}\right]$.
$0==\operatorname{Limit}\left[\left(-\frac{1}{2}\right)^{1+N} \operatorname{Gamma}[1+N+s]\right.$ Hypergeometric2F1Regularized $\left.\left[1,1+N+s, 2+N,-\frac{1}{2}\right], N \rightarrow \infty\right]$
$\operatorname{Gamma}[z] \operatorname{Gamma}[s-z]==\operatorname{Gamma}[s] \int_{0}^{\infty} \frac{x^{z-1}}{(x+1)^{s}} d x / \cdot\left\{\operatorname{If}\left[\mathbf{a}_{-}, \mathbf{b}_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}$

$$
\operatorname{Re}[s-z]>0 \& \& \operatorname{Re}[z]>0
$$

True
The last integral changes as everybody knows by a suitable substitution into Euler's integral of first kind.
Second Example. If we consider the function $\boldsymbol{\Phi}[x]$ being defined by the integral

$$
\Phi[x]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma\left[z-\rho_{1}\right] \Gamma\left[z-\rho_{2}\right] x^{-z} d z \begin{align*}
& a>\operatorname{Re}\left[\rho_{1}\right]  \tag{65}\\
& a>\operatorname{Re}\left[\rho_{2}\right]
\end{align*}
$$

for $-\boldsymbol{\pi}<\boldsymbol{\operatorname { A r g }}[x]<+\pi$, then results in the way described above the steady converging expansion

$$
\begin{equation*}
\Phi[x]=x^{-\rho_{1}} \sum_{v=0}^{\infty} \frac{\Gamma\left[\rho_{1}-\rho_{2}-v\right]}{v!}(-x)^{v}+x^{-\rho_{2}} \sum_{v=0}^{\infty} \frac{\Gamma\left[\rho_{2}-\rho_{1}-v\right]}{v!}(-x)^{v}, \tag{66}
\end{equation*}
$$

Plus @@ (Residue[Gamma[z- $\rho 1]$ Gamma[z- $\left.\rho 2] x^{-z},\{z, \rho 1-\#\}\right] \& / @ \operatorname{Range[0,~4])} / /$ Simplify

$$
\begin{aligned}
& \frac{1}{24} x^{-\rho 1}\left(x^{4} \operatorname{Gamma}[-4+\rho 1-\rho 2]-4\left(x^{3} \operatorname{Gamma}[-3+\rho 1-\rho 2]-\right.\right. \\
& \left.\left.\quad 3 x^{2} \operatorname{Gamma}[-2+\rho 1-\rho 2]+6 x \operatorname{Gamma}[-1+\rho 1-\rho 2]-6 \operatorname{Gamma}[\rho 1-\rho 2]\right)\right)
\end{aligned}
$$

Plus @@ (Residue[Gamma[z- 1 1] Gamma[z- $\left.\left.\rho 2] x^{-z},\{z, \rho 2-\#\}\right] \& / @ \operatorname{Range}[0,4]\right) / /$ Simplify

$$
\begin{aligned}
& \frac{1}{24} x^{-\rho 2}\left(x^{4} \operatorname{Gamma}[-4-\rho 1+\rho 2]-4\left(x^{3} \operatorname{Gamma}[-3-\rho 1+\rho 2]-\right.\right. \\
& \left.\left.\quad 3 x^{2} \operatorname{Gamma}[-2-\rho 1+\rho 2]+6 x \operatorname{Gamma}[-1-\rho 1+\rho 2]-6 \operatorname{Gamma}[-\rho 1+\rho 2]\right)\right)
\end{aligned}
$$

$$
x^{-\rho_{1}} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}\left[\rho_{1}-\rho_{2}-v\right]}{v!}(-x)^{v}+x^{-\rho_{2}} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}\left[\rho_{2}-\rho_{1}-v\right]}{v!}(-x)^{v}
$$

\% // FullSimplify

$$
\operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{2}\right]==\int_{0}^{\infty} \% x^{z-1} d x / \cdot\left\{\mathbf{I f}\left[\mathbf{a}_{-}, \mathbf{b}_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}
$$

$$
\begin{aligned}
& \pi x^{-\frac{\rho_{1}}{2}-\frac{\rho_{2}}{2}} \operatorname{BesselI}\left[-\rho_{1}+\rho_{2}, 2 \sqrt{x}\right] \operatorname{Csc}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]+\pi x^{-\frac{\rho_{1}}{2}-\frac{\rho_{2}}{2}} \operatorname{BesselI}\left[\rho_{1}-\rho_{2}, 2 \sqrt{x}\right] \operatorname{Csc}\left[\pi\left(-\rho_{1}+\rho_{2}\right)\right] \\
& 2 x^{\frac{1}{2}\left(-\rho_{1}-\rho_{2}\right)} \operatorname{BesselK}\left[\rho_{1}-\rho_{2}, 2 \sqrt{x}\right] \\
& \operatorname{Re}\left[z-\rho_{1}\right]>0
\end{aligned}
$$

True
whereof elucidates, that $\boldsymbol{\Phi}$ is closely related to the cylinder and the Bessel functions. If $\rho_{\mathbf{1}}-\rho_{\mathbf{2}}$ is an integer number, then the expansion has got $\log [x]$ terms. Although the steady converging series expansion must be considered to be a more complete expression of $\boldsymbol{\Phi}$ than the integral, so this one has got an essential advantage instead of that one, if the behaviour of $\Phi$ for infinite large $\boldsymbol{x}$ is dealt with. From the fundamental inequality (48), where $\boldsymbol{a}$ can be assumed in this case to be arbitrary large, indeed equally follows

$$
\lim x^{k} \Phi[x]=0
$$

for $\boldsymbol{x}=\boldsymbol{=},-\pi+\epsilon \leq \operatorname{Arg}[x] \leq+\pi-\epsilon$, independently how large $\boldsymbol{k}$ may be. This remarkable property cannot be seen from the series expansion at all.

In the case $\rho_{1}=\rho_{2}=\mathbf{0}$ results for $\boldsymbol{a}>\mathbf{0}$ :

$$
\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma^{2}[z] x^{-z} d z=2 \sum_{v=0}^{\infty} \frac{\Gamma^{\prime}[v+1]}{\Gamma[v+1]} \frac{x^{v}}{(v!)^{2}}-\log [x] \cdot\left(\sum_{v=0}^{\infty} \frac{x^{v}}{(v!)^{2}}\right)
$$

Plus @@ (Residue[Gamma[z] $\left.{ }^{2} x^{-z},\{z,-\#\}\right]$ \& /@ Range[0, 4])
-2 EulerGamma $-\log [x]-\frac{1}{4} x^{2}(-3+2$ EulerGamma $+\log [x])-x(-2+2$ EulerGamma $+\log [x])-$

$$
\frac{1}{108} x^{3}(-11+6 \text { EulerGamma }+3 \log [x])-\frac{x^{4}(-25+12 \text { EulerGamma }+6 \log [x])}{3456}
$$

$\partial_{v} \operatorname{Gamma}[v+1]$
$2 \sum_{v=0}^{\infty}$ PolyGamma[0, v+1] $\frac{x^{v}}{(v!)^{2}}$
$\%-\log [x] \sum_{v=0}^{\infty} \frac{x^{v}}{(v!)^{2}}$
$2 x^{\frac{1}{2}\left(-\rho_{1}-\rho_{2}\right)} \operatorname{BesselK}\left[\rho_{1}-\rho_{2}, 2 \sqrt{x}\right]==\% / \cdot\left\{\rho_{1} \rightarrow \mathbf{0}, \rho_{2} \rightarrow 0\right\}$
Gamma $[1+v]$ PolyGamma $[0,1+v]$
$2 \operatorname{BesselK}[0,2 \sqrt{x}]+\operatorname{BesselI}[0,2 \sqrt{x}] \log [x]$
2 BesselK $[0,2 \sqrt{x}]$
True
$\operatorname{Gamma}[z]^{2}==\int_{0}^{\infty} 2 \operatorname{BesselK}[0,2 \sqrt{x}] x^{z-1} d x / .\left\{\operatorname{If}\left[\mathbf{a}_{-}, b_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}$
True

Third Example. For the integral

$$
\begin{equation*}
J[x, a]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \frac{\Gamma[\sigma-z]}{\Gamma[\rho-z]} \Gamma[z] x^{-z} d z, \quad-\frac{\pi}{2}<\operatorname{Arg}[x]<+\frac{\pi}{2}, \tag{67}
\end{equation*}
$$

which we want to consider under the assumption $\mathbf{0}<\boldsymbol{a}<\boldsymbol{\sigma}$, results on the one hand the steady converging power series

$$
\begin{equation*}
J[x, a]==\sum_{v=0}^{\infty} \frac{\Gamma[\sigma+v]}{\Gamma[\rho+v]} \frac{(-x)^{v}}{v!} \tag{68}
\end{equation*}
$$

Plus @@(Residue $\left.\left[\frac{\operatorname{Gamma}[\sigma-z]}{\operatorname{Gamma}[\rho-z]} \operatorname{Gamma}[z] x^{-z},\{z,-\#\}\right] \& / @ \operatorname{Range}[0,4]\right)$
$\frac{\operatorname{Gamma}[\sigma]}{\operatorname{Gamma}[\rho]}-\frac{x \operatorname{Gamma}[1+\sigma]}{\operatorname{Gamma}[1+\rho]}+\frac{x^{2} \operatorname{Gamma}[2+\sigma]}{2 \operatorname{Gamma}[2+\rho]}-\frac{x^{3} \operatorname{Gamma}[3+\sigma]}{6 \operatorname{Gamma}[3+\rho]}+\frac{x^{4} \operatorname{Gamma}[4+\sigma]}{24 \operatorname{Gamma}[4+\rho]}$
$\sum_{v=0}^{\infty} \frac{\operatorname{Gamma}[\sigma+\nu]}{\operatorname{Gamma}[\rho+v]} \frac{(-x)^{v}}{v!}$
$\frac{\operatorname{Gamma}[\sigma-z]}{\operatorname{Gamma}[\rho-z]} \operatorname{Gamma}[z]==\int_{0}^{\infty} \% x^{z-1} d x / \cdot\left\{\operatorname{If}\left[\mathbf{a}_{-}, \mathbf{b}_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}$
Gamma $[\sigma]$ Hypergeometric 1F1 $[\sigma, \rho,-x]$
Gamma[ $\rho$ ]
$\operatorname{Re}[z]>0$
True
and on the other hand the asymptotic presentation

$$
\begin{equation*}
J[x, a]=x^{-\sigma} \sum_{v=0}^{n-1} \frac{\Gamma[\sigma+v]}{\Gamma[\rho-\sigma-v]} \frac{(-x)^{-v}}{v!}+J[x, a+n], \quad \sigma-1<a<\sigma, \tag{69}
\end{equation*}
$$

Plus @@ $\left(\operatorname{Residue}\left[\frac{\operatorname{Gamma}[\sigma-z]}{\operatorname{Gamma}[\rho-z]} \operatorname{Gamma}[z] x^{-z},\{z, \sigma+\#\}\right] \& / @ \operatorname{Range}[0,4]\right) / /$ Simplify

$$
\frac{1}{24} x^{-\sigma}\left(-\frac{24 \operatorname{Gamma}[\sigma]}{\operatorname{Gamma}[\rho-\sigma]}+\frac{\frac{24 x^{3} \operatorname{Gamma}[1+\sigma]}{\operatorname{Gamma}[-1+\rho-\sigma]}-\frac{12 x^{2} \operatorname{Gamma}[2+\sigma]}{\operatorname{Gamma}[-2+\rho-\sigma]}+\frac{4 x \operatorname{Gamma}[3+\sigma]}{\operatorname{Gamma}[-3+\rho-\sigma]}-\frac{\mathrm{Gamma}[4+\sigma]}{\operatorname{Gamma}[-4+\rho-\sigma]}}{x^{4}}\right)
$$

$$
x^{-\sigma} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}[\sigma+v]}{\operatorname{Gamma}[\rho-\sigma-v]} \frac{(-x)^{-v}}{v!}
$$

Sum::div : Sum does not converge.

$$
x^{-\sigma} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}[\sigma+v](-x)^{-v}}{\operatorname{Gamma}[\rho-\sigma-v] v!}
$$

which shows, how $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ behaves for large $\boldsymbol{x}$ belonging to the area

$$
-\frac{\pi}{2}+\epsilon \leq \operatorname{Arg}[x] \leq \frac{\pi}{2}-\epsilon .
$$

By use of the fundamental inequality (48) namely one finds for the rest member the inequality

$$
\begin{equation*}
|J[x, a+n]|<C[a+n, \epsilon]|x|^{-a-n} . \tag{70}
\end{equation*}
$$

From the series (68) the property being expressed by the equations (69) and (70) cannot be seen at all. By use of equation (69) can be proved, that $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ has got a finite number of zeros at the most within the discussed area.

## § 10. Proof to a Sentence of Pincherle

Due to Mr. Goursat*) we understand a hypergeometric differential equation to be each equation of the form

$$
\begin{equation*}
\left(a_{0}+b_{0} x\right) y+\left(a_{1}+b_{1} x\right) x y^{\prime}+\cdots+\left(a_{m}+b_{m} x\right) x^{m} y^{(m)}=0 . \tag{71}
\end{equation*}
$$

Each solution of such an equation we call a hypergeometric function.

Now we claim, that the integral

$$
\begin{equation*}
y=\frac{1}{2 \pi i} \int_{L} F[z] x^{-z} d z \tag{72}
\end{equation*}
$$

where $\boldsymbol{F}[z]$ is a gamma function due to $\S 3$, under certain assumptions fulfills an equation of the form (71).

Before we go to the proof of this sentence, which is a special case of a yet more general sentence of Mr. Pincherle ${ }^{* *}$ ), we want to give the lines $\boldsymbol{L}$ in more detail, along which the integration is to be done preferably.

If $\boldsymbol{F}[z]$ is such a gamma function, which with increasing $|\boldsymbol{t}|$ reaches zero according to the formula

$$
|F[s+\boldsymbol{i} t]|==\boldsymbol{e}^{-\triangleleft|t|} f[s, t],
$$

where $\boldsymbol{f}$ and $\boldsymbol{\vartheta}$ have got the meaning given in §8, then the integration path can be an infinite straight line ( $\boldsymbol{a} \pm \boldsymbol{i} \boldsymbol{\infty}$ ) being vertical to the real axis, which does not go through a pole of $\boldsymbol{F}[z]$. Thus the integral converges within the area given in § 8, sentence (I.).

However, it is indispensable to use also other integration paths. By $(-\infty)$ we want to understand the broken line, consisting of three straight lines,

$$
\begin{array}{ccc}
-\infty+i \omega_{2} & <----------- & a+i \omega_{2}  \tag{73}\\
& & \\
-\infty+i \omega_{1} & >----------- & a+i \omega_{1}
\end{array}
$$

and by $(+\infty)$ the broken line:

$$
\begin{array}{lll}
a+i \omega_{2} & -----------< & \infty+i \omega_{2} \\
& \mid &  \tag{74}\\
a+i \omega_{1} & ----------->\infty+i \omega_{1}
\end{array}
$$

The sizes $\boldsymbol{a}, \omega_{1}, \omega_{2}$, which give the location of $(-\infty)$ and $(+\infty)$, can be set to what is needed. Neither $(-\infty)$ nor $(+\infty)$ are allowed to go through a pole of $\boldsymbol{F}[z]$.

By use of the sentence at the end of § 5 now easily results the following:
If $\boldsymbol{m}>\boldsymbol{n}$, then equation (72) converges equally along a line ( $-\infty$ ) within the area of $\boldsymbol{x}$ being defined by the inequalities $\epsilon<|\boldsymbol{x}|<\left(\frac{\mathbf{1}}{\epsilon}\right)$, with $\epsilon$ being an arbitrary small positive size.

If $\boldsymbol{m}=\boldsymbol{n}$, then the integral (72) converges equally within the area being defined by $\boldsymbol{\epsilon}<|\boldsymbol{x}|<\mathbf{1}-\boldsymbol{\epsilon}$, if it goes along a line $(-\infty)$, and also within the area being defined by $\epsilon<\left|\frac{1}{x}\right|<1-\epsilon$, if it goes along a line $(+\infty)$.

The case $\boldsymbol{m}<\boldsymbol{n}$ always can be reduced to the case $\boldsymbol{m}>\boldsymbol{n}$ by suitable substitutions.

If $\boldsymbol{L}$ in equation (72) stands for a line $(\boldsymbol{a} \pm \boldsymbol{i} \infty$ ) or $(-\infty)$ or $(+\infty)$ due to the circumstances, then we want to show, that equation (72) within its convergence area gives a hypergeometric function.

For the first we compare the integral (72) to the following one

$$
\begin{equation*}
y_{1}=\frac{1}{2 \pi i} \int_{L} F[z+1] x^{-z-1} d z \tag{75}
\end{equation*}
$$

which can be yielded from the first one by a translation of the integration path $z \rightarrow z+\mathbf{1}$ being parallel to the real axis, then is due to the sentence of Cauchy

$$
\begin{equation*}
y_{1}==y+S \text {, } \tag{76}
\end{equation*}
$$

where $\boldsymbol{S}$ gives the sum of the residua of $\boldsymbol{F}[z] \boldsymbol{x}^{-z}$, that belong to the poles of $\boldsymbol{L}$ being passed by the translation. If no pole is passed by $L$, then $S$ is equal to zero.

Now with the abbreviations

$$
\begin{gather*}
f[z]==a_{0}-a_{1} z+a_{2} z(z+1)+\cdots+(-1)^{m} a_{m} z(z+1) \cdots(z+m-1),  \tag{77}\\
g[z]==b_{0}-b_{1}(z+1)+b_{2}(z+1)(z+2)+\cdots+(-1)^{m} b_{m}(z+1) \cdots(z+m), \tag{78}
\end{gather*}
$$

results by use of the equations (72), (75) and (76):

$$
\begin{gathered}
a_{0} y+a_{1} x y^{\prime}+\cdots+a_{m} x^{m} y^{(m)}=\frac{1}{2 \pi i} \int_{L} f[z] F[z] x^{-z} d z, \\
x\left(b_{0} y+b_{1} x y^{\prime}+\cdots+b_{m} x^{m} y^{(m)}\right)=\frac{1}{2 \pi i} \int_{L} g[z] F[z+1] x^{-z} d z \\
-x\left(b_{0} S+b_{1} x S^{\prime}+\cdots+b_{m} x^{m} S^{(m)}\right) .
\end{gathered}
$$

$$
a_{0} y[x]+a_{1} x y^{\prime}[x]+a_{m} x^{m} y^{(m)}[x]==\frac{1}{2 \pi i} \int f[z] F[z] x^{-z} d z /
$$

$$
\begin{gathered}
\left\{y \rightarrow \text { Function }\left[x, \frac{1}{2 \pi i} \int F[z] x^{-z} d z\right]\right\} / \cdot\{m \rightarrow 2\} / \cdot \\
\left\{\int a_{-} d z: \rightarrow a\right\} / \cdot\left\{f[z] \rightarrow a_{0}-a_{1} z+a_{2} z(z+1)\right\} / / \text { Simplify }
\end{gathered}
$$

True

$$
\begin{aligned}
& x\left(b_{0} y[x]+b_{1} x y^{\prime}[x]+b_{m} x^{m} y^{(m)}[x]\right)=\frac{1}{2 \pi i} \int g[z] F[z+1] x^{-z} d z \\
& -x\left(b_{0} S[x]+b_{1} x S^{\prime}[x]+b_{m} x^{m} S^{(m)}[x]\right) / . \\
& \quad\left\{y \rightarrow \text { Function }\left[x, \frac{1}{2 \pi i} \int F[z+1] x^{-z-1} d z-S[x]\right]\right\} / \cdot\{m \rightarrow 2\} / \cdot\left\{\int a_{-} d z: \rightarrow a\right\} / . \\
& \quad\left\{g[z] \rightarrow b_{0}-b_{1}(z+1)+b_{2}(z+1)(z+2)\right\} / / \text { Simplify }
\end{aligned}
$$

True
If $\boldsymbol{F}[z]$ finally stands for a gamma function fulfilling the equation

$$
\begin{equation*}
f[z] F[z]+g[z] F[z+1]==0, \tag{79}
\end{equation*}
$$

then we get for the function (72) the differential equation

$$
\begin{align*}
& \left(a_{0}+b_{0} x\right) y+\left(a_{1}+b_{1} x\right) x y^{\prime}+\cdots+\left(a_{m}+b_{m} x\right) x^{m} y^{(m)} \\
& =-x\left(b_{0} S+b_{1} x S^{\prime}+\cdots+b_{m} x^{m} S^{(m)}\right) \text {. }  \tag{80}\\
& a_{0} y[x]+a_{1} x y^{\prime}[x]+a_{m} x^{m} y^{(m)}[x]-\frac{1}{2 \pi i} \int f[z] F[z] x^{-z} d z+ \\
& x\left(b_{0} y[x]+b_{1} x y^{\prime}[x]+b_{m} x^{m} y^{(m)}[x]\right)-\left(\frac{1}{2 \pi i} \int g[z] F[z+1] x^{-z} d z\right. \\
& \left.-x\left(b_{0} S[x]+b_{1} x S^{\prime}[x]+b_{m} x^{m} S^{(m)}[x]\right)\right)== \\
& \left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+\left(a_{m}+b_{m} x\right) x^{m} y^{(m)}[x] \\
& -\left(-x\left(b_{0} S[x]+b_{1} x S^{\prime}[x]+b_{m} x^{m} S^{(m)}[x]\right)\right) / \cdot\left\{F[z] \rightarrow \frac{-g[z]}{f[z]} F[z+1]\right\} / / \text { Simplify }
\end{align*}
$$

True
The right hand side of this equation can be brought to the form

$$
\begin{equation*}
\sum_{v} x^{\lambda_{\nu}} R_{v}[\log [x]] \tag{81}
\end{equation*}
$$

where $\boldsymbol{R}$ give entire rational functions, while the $\lambda$ are real or complex numbers. The residua of $\boldsymbol{F}[z] \boldsymbol{x}^{-z}$ namely have got the form $\boldsymbol{x}^{\lambda} \boldsymbol{R}[\log [x]]$.

```
Residue[Gamma[z] Gamma[z+1] Gamma[z+2] Gamma[z+3] \(\left.x^{-z},\{z,-\#\}\right]\) \& /@ Range[0, 3]
\(\{2, x(-2+4\) EulerGamma \(+\log [x])\),
\(-\frac{1}{24} x^{2}\left(51-120\right.\) EulerGamma +96 EulerGamma \({ }^{2}+4 \pi^{2}+6(-5+8\) EulerGamma \(\left.) \log [x]+6 \log [x]^{2}\right)\),
\(\frac{1}{3888}\left(x^{3}\left(6929-14508\right.\right.\) EulerGamma +11232 EulerGamma \({ }^{2}-3456\) EulerGamma \(^{3}+468 \pi^{2}-\)
        432 EulerGamma \(\pi^{2}-9\left(403-624\right.\) EulerGamma +288 EulerGamma \(\left.{ }^{2}+12 \pi^{2}\right) \log [x]-\)
        \(54\left(-13+12\right.\) EulerGamma) \(\log [x]^{2}-54 \log [x]^{3}+54\) PolyGamma \([2,1]+\)
        54 PolyGamma[2, 2] + 54 PolyGamma[2, 3] + 54 PolyGamma[2, 4])) \}
```

If the integration path $\boldsymbol{L}$ has got such a location, that the part of $\boldsymbol{L}$ being parallel to the imaginary axis does no pass any pole of $\boldsymbol{F}[z]$ by the translation $z \rightarrow z+1$, then the differential equation becomes homogeneous due to the above given statements.

If a hypergeometric function is understood, which is suitable, to be any solution of a homogeneous or nonhomogeneous equation of the form (80), where the right hand side can be brought to the form (81), then it is to note, that this definition only seemingly is more general than the former one. The right hand side (81) namely always can be annihilated by alternating multiplication by powers of $\boldsymbol{x}$ and differentiations, where the left hand side indeed changes its order, but not its form.
*) Annales de l'Ecole Normale, Sér. II. T. 12. 1883.
**) Sopra una trasformazione delle equazioni differenziali lineari in equazioni lineari alle differenze, e viceversa. Rendiconti del R. Istituto Lombardo, Serie II, vol. 19, fasc. 12-13. 1886. Sulle funzioni ipergeometriche generalizzate. Rend. d. Accad. dei Lincei. Vol. 4, fasc. 12, 13, S. 792-799. 1888.

## ■ § 11. Each Hypergeometric Differential Equation can be Integrated Completely by Use of Gamma Functions

According to the previous section the integral (72) always gives a hypergeometric function, with $\boldsymbol{F}[z]$ being an arbitrary gamma function and $L$ being a line $(\boldsymbol{a} \pm \boldsymbol{i} \infty)$ or $(-\infty)$ or $(+\infty)$ due to the circumstances. Now the further question is, whether vice versa also each such function can be presented by equation (72).

Because of the remarks at the end of the previous section we can confine to homogeneous hypergeometric equations. Now the following can be shown.

There be

$$
\begin{equation*}
\left(a_{0}+b_{0} x\right) y+\left(a_{1}+b_{1} x\right) x y^{\prime}+\cdots+\left(a_{m}+b_{m} x\right) x^{m} y^{(m)}=0 \tag{82}
\end{equation*}
$$

the differential equation to be integrated. By a simple substitution always is possible, that $\boldsymbol{a}_{\boldsymbol{m}}$ and the last $\boldsymbol{b}_{\boldsymbol{n}}$ of the sites $\boldsymbol{b}_{\mathbf{0}}, \boldsymbol{b}_{\mathbf{1}}, \cdots, \boldsymbol{b}_{\boldsymbol{m}}$, that are not equal to zero, both are equal to number one. Now is to be build up

$$
\begin{aligned}
& \left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+\left(a_{\boldsymbol{m}}+b_{\boldsymbol{m}} x\right) x^{\boldsymbol{m}} \boldsymbol{y}^{(\boldsymbol{m})}[x] / \cdot\left\{y \rightarrow \operatorname{Function}\left[\{x\}, \frac{p[\boldsymbol{A} \boldsymbol{x}]}{\boldsymbol{B}}\right], x \rightarrow \frac{\boldsymbol{x}}{\boldsymbol{A}}\right\} / \cdot \\
& \quad\{\boldsymbol{m} \rightarrow \mathbf{3}\} / / \text { PowerExpand // ExpandAll } \\
& \frac{p[x] a_{0}}{B}+\frac{x p[x] b_{0}}{A B}+\frac{x a_{1} p^{\prime}[x]}{B}+\frac{x^{2} b_{1} p^{\prime}[x]}{A B}+\frac{x^{3} a_{3} p^{(3)}[x]}{B}+\frac{x^{4} b_{3} p^{(3)}[x]}{A B}
\end{aligned}
$$

Solve $\left[\left\{b_{3}==A B, a_{3}==B\right\},\{A, B\}\right]$
$\left\{\left\{A \rightarrow \frac{b_{3}}{a_{3}}, B \rightarrow a_{3}\right\}\right\}$

$$
\begin{equation*}
f[z]==a_{0}-a_{1} z+a_{2} z(z+1)+\cdots+(-1)^{m} a_{n} z(z+1) \cdots(z+m-1), \tag{83}
\end{equation*}
$$

## Correction of misprint:

$$
\begin{gather*}
f[z]=a_{0}-\boldsymbol{a}_{\mathbf{1}} z+\boldsymbol{a}_{\mathbf{2}} z(z+1)+\cdots+(-1)^{m} \boldsymbol{a}_{\boldsymbol{m}} z(z+1) \cdots(z+\boldsymbol{m}-\mathbf{1}), \\
g[z]==b_{0}-b_{1}(z+1)+b_{2}(z+1)(z+2)+\cdots+(-1)^{n} b_{n}(z+1) \cdots(z+n), \tag{84}
\end{gather*}
$$

and to be set

$$
\begin{gather*}
f[z]==(-1)^{m}\left(z-\rho_{1}\right)\left(z-\rho_{2}\right) \cdots\left(z-\rho_{m}\right),  \tag{85}\\
g[z]=(-1)^{n}\left(z-\sigma_{1}\right)\left(z-\sigma_{2}\right) \cdots\left(z-\sigma_{n}\right),  \tag{86}\\
G[z]==\Gamma\left[z-\rho_{1}\right] \cdots \Gamma\left[z-\rho_{m}\right] \Gamma\left[1+\sigma_{1}-z\right] \cdots \Gamma\left[1+\sigma_{n}-z\right],  \tag{87}\\
P[z]==\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{m}\right)\right] \sum_{v=1}^{m} \frac{C_{v}}{\operatorname{Sin}\left[\pi\left(z-c_{v}\right)\right]}, \tag{88}
\end{gather*}
$$

where $\boldsymbol{C}$ stands for an undefined, but $\boldsymbol{c}$ for defined constants, among them no pair is found, whose difference is equal to an integer number.

Thus the general integral of equation (82) can be presented in the form

$$
\begin{equation*}
y==\frac{1}{2 \pi i} \int_{L} G[z] P[z] x^{-z} d z+R[x, \log [x]], \tag{89}
\end{equation*}
$$

where $\boldsymbol{L}$ stands for a line being suitably choosen among ( $\boldsymbol{a} \pm \boldsymbol{i} \boldsymbol{\infty}$ ) or ( $-\infty$ ) or ( $+\infty$ ), while $\boldsymbol{R}$ stands for a finite sum of the form (81).

$$
\begin{gathered}
\left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+\left(a_{m}+b_{m} x\right) x^{m} y^{(m)}[x]==0 / \\
\left\{y \rightarrow \text { Function }\left[x, \frac{1}{2 \pi i} \int G[z] P[z] x^{-z} d z\right]\right\} / \cdot\{m \rightarrow 2\}
\end{gathered}
$$

$$
\% / \cdot\left\{\mathbf{a}_{-} x^{\mu_{-} \cdot} \int \mathbf{b}_{-} d z: \rightarrow a \int b x^{\mu} d z\right\}
$$

$$
\% / \cdot\left\{\mathrm{d}_{-}\left(\int \mathrm{c}_{-} d z\right)\left(\mathrm{a}_{-}+\mathrm{b}_{-} x\right): \rightarrow d a \int c d z+d b \int \text { Evaluate }[x c / \cdot\{z \rightarrow z+1\}] d z\right\}
$$

$$
\% / \cdot\left\{\int a_{-} d z: \rightarrow a\right\} / \cdot\left\{a_{2} \rightarrow 1, b_{2} \rightarrow 1\right\} / / \text { Simplify }
$$

$$
\% / .\left\{a_{0}+z\left(1+z-a_{1}\right) \rightarrow(-1)^{m}\left(z-\rho_{1}\right)\left(z-\rho_{m}\right), b_{0}+(1+z)\left(2+z-b_{1}\right) \rightarrow(-1)^{n}\left(z-\sigma_{1}\right)\left(z-\sigma_{n}\right)\right\}
$$

$$
\% / .\left\{G\left[z_{-}\right]: \rightarrow \operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{m}\right] \operatorname{Gamma}\left[1+\sigma_{1}-z\right] \operatorname{Gamma}\left[1+\sigma_{n}-z\right]\right\} / / \text { FullSimplify }
$$

$$
\% / \cdot\left\{P[z+1] \rightarrow(-1)^{m-n+1} P[z]\right\} / .\{m \rightarrow 2, n \rightarrow 2\}
$$

$$
-\frac{I\left(\int x^{-z} G[z] P[z] d z\right)\left(a_{0}+x b_{0}\right)}{2 \pi}+
$$

$$
\frac{I x\left(\int x^{-1-z} z G[z] P[z] d z\right)\left(a_{1}+x b_{1}\right)}{2 \pi}+\frac{I x^{2}\left(\int x^{-2-z}(-1-z) z G[z] P[z] d z\right)\left(a_{2}+x b_{2}\right)}{2 \pi}=0
$$

$$
-\frac{I\left(\int x^{-z} G[z] P[z] d z\right)\left(a_{0}+x b_{0}\right)}{2 \pi}+
$$

$$
\frac{I\left(\int x^{-z} z G[z] P[z] d z\right)\left(a_{1}+x b_{1}\right)}{2 \pi}+\frac{I\left(\int x^{-z}(-1-z) z G[z] P[z] d z\right)\left(a_{2}+x b_{2}\right)}{2 \pi}==0
$$

$$
-\frac{I\left(\int x^{-z} G[z] P[z] d z\right) a_{0}}{2 \pi}+\frac{I\left(\int x^{-z} z G[z] P[z] d z\right) a_{1}}{2 \pi}+
$$

$$
\frac{I\left(\int x^{-z}(-1-z) z G[z] P[z] d z\right) a_{2}}{2 \pi}-\frac{I\left(\int x^{-z} G[1+z] P[1+z] d z\right) b_{0}}{2 \pi}+
$$

$$
\frac{I\left(\int x^{-z}(1+z) G[1+z] P[1+z] d z\right) b_{1}}{2 \pi}+\frac{I\left(\int x^{-z}(-2-z)(1+z) G[1+z] P[1+z] d z\right) b_{2}}{2 \pi}==0
$$

$$
-\frac{I x^{-z}\left(G[z] P[z]\left(a_{0}+z\left(1+z-a_{1}\right)\right)+G[1+z] P[1+z]\left(b_{0}+(1+z)\left(2+z-b_{1}\right)\right)\right)}{2 \pi}==0
$$

$$
-\frac{I x^{-z}\left((-1)^{m} G[z] P[z]\left(z-\rho_{1}\right)\left(z-\rho_{m}\right)+(-1)^{n} G[1+z] P[1+z]\left(z-\sigma_{1}\right)\left(z-\sigma_{n}\right)\right)}{2 \pi}=0
$$

$$
-\frac{1}{2 \pi}\left(I x^{-z} \operatorname{Gamma}\left[1+z-\rho_{1}\right] \operatorname{Gamma}\left[1+z-\rho_{m}\right]\right.
$$

$$
\left.\operatorname{Gamma}\left[1-z+\sigma_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{n}\right]\left((-1)^{m} P[z]+(-1)^{n} P[1+z]\right)\right)==0
$$

True
$P[z+1]==-P[z] / \cdot\left\{P\left[z_{-}\right]: \rightarrow \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}\right\} / /$ FullSimplify
True

Indeed by this sentence the theory of the gamma and the hypergeometric functions turns out to be a secluded whole, belonging together. The customary doctrine of the gamma function and Euler's integrals ist only a fragment of this more general theory, whose uniformity is totally sufficient. The uniformity is caused by Cauchy's integral theory.

In this present elaboration I prove my sentence for the most important case $\boldsymbol{m}=\boldsymbol{n}$ only. As to the left cases I must refer the reader to my elaboration in Acta Math. vol. 25. The following proof, which is based on the theory of the reciprocal functions, is totally different from the one in Acta Math.

## ■ § 12. Integration of Hypergeometric Differential Equations in the Remarkable Case $m=n$

If $\boldsymbol{m}=\boldsymbol{n}$ for the differential equation (82) and $\boldsymbol{a}_{\boldsymbol{n}}=\boldsymbol{b}_{\boldsymbol{n}}=\mathbf{1}$, then it has got three sigular locations $x=0, x=-1, x=\infty$.

$$
\begin{aligned}
& \left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+(1+x) x^{m} y^{(m)}[x]==0 / .\{x \rightarrow \#, m \rightarrow 3\} \& / @\{-1,0, \infty\} / / \\
& \quad \text { MatrixForm }
\end{aligned}
$$

$$
\left(\begin{array}{c}
\left(a_{0}-b_{0}\right) y[-1]-\left(a_{1}-b_{1}\right) y^{\prime}[-1]==0 \\
a_{0} y[0]==0 \\
\left(a_{0}+\infty b_{0}\right) y[\infty]+\infty\left(a_{1}+\infty b_{1}\right) y^{\prime}[\infty]+\infty y^{(3)}[\infty]==0
\end{array}\right)
$$

Now in this case the integral

$$
\begin{equation*}
y==J[x, a]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} G[z] P[z] x^{-z} d z \tag{90}
\end{equation*}
$$

converges within the whole $\boldsymbol{x}$-plane except for the negative half of the real axis.

Because $\boldsymbol{G}[z] \boldsymbol{P}[z]$ can be linearly presented by $\boldsymbol{n}$ expressions of the form

$$
\begin{equation*}
G[z] \operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right] \cdots \operatorname{Sin}\left[\pi\left(z-c_{n-1}\right)\right], \tag{91}
\end{equation*}
$$

and the absolte value of this expression due to $\S 4$, equation (25) can be brought to the form $\boldsymbol{e}^{-\pi|t|} \boldsymbol{f}[\boldsymbol{s}, \boldsymbol{t}]$, thus equation (90) converges equally due to $\S 8$, sentence (I.) within each area being defined by

$$
\begin{equation*}
-(\pi-\epsilon) \leq \operatorname{Arg}[x] \leq+(\pi-\epsilon), \quad \epsilon<|x|<\left(\frac{1}{\epsilon}\right), \tag{92}
\end{equation*}
$$

where $\boldsymbol{\epsilon}$ stands for an arbitrary small positive number.

Due to § 10 integral (90) fulfills equation (82), if it is possible to locate the integration path ( $\boldsymbol{a} \pm \boldsymbol{i} \boldsymbol{\infty}$ ) in such a way, that it does not pass any pole of $G[z]$ by the translation $z \rightarrow z+1$. This always is possible, if the sizes $\rho$ and $\sigma$ fulfill a certain condition. The poles of $\boldsymbol{G}[z]$ are members within the $\mathbf{2} \boldsymbol{n}$ arithmetical series

$$
\begin{equation*}
\rho_{v}, \rho_{v}-1, \cdots, \rho_{v}-k, \cdots \tag{93}
\end{equation*}
$$

$$
v==1,2, \cdots, n,
$$

$$
\begin{equation*}
\sigma_{v}+1, \sigma_{v}+2, \cdots, \sigma_{v}+k, \cdots \tag{94}
\end{equation*}
$$

namely the concerning pole is $\boldsymbol{p}$-fold, if $\boldsymbol{p}$ series contain it. Now, if all locations $\rho_{1}, \rho_{2}, \cdots, \rho_{n}$ are at the left hand side and all locations $\sigma_{1}+1, \sigma_{2}+1, \cdots, \sigma_{n}+1$ are at the right hand side of the parallel stripe

$$
\begin{equation*}
\operatorname{Re}\left[\rho_{v}\right]<a \leq \operatorname{Re}[z] \leq a+1<\operatorname{Re}\left[\sigma_{v}+1\right], \quad v==1,2, \cdots, n, \tag{95}
\end{equation*}
$$

then the integration path $(\boldsymbol{a} \pm \boldsymbol{i} \boldsymbol{\infty})$ obviously has got the desired location. But if no such stripe exists for the present, then it is possible, as shown in my mentioned elaboration, always by simple operations, that the sizes $\rho, \sigma$ finally fulfill this condition.

Thus by this assumption (95) the integral (90) fulfills the differential equation (82). Now the question is, whether it also is able to present the general integral of equation (82). We can show directly by our theory being developed in § 8, that this indeed is the case. Since $\boldsymbol{G}[z] \boldsymbol{P}[z]$ can be considered to be a homogeneous function with undefined coefficients of $\boldsymbol{n}$ expressions of the form (91), $\boldsymbol{y}$ is also such a function of $\boldsymbol{n}$ particular integrals of equation (82). These must build up a fundamental system, because otherwise the undefined constants could be determined in such a way, that $\boldsymbol{y}$ would disappear identically. But from this would follow further on, because of the last sentence in $\S 8$, that also the corresponding reciprocal function $\boldsymbol{G}[z] \boldsymbol{P}[z]$ would disappear identically, i.e. that

$$
\frac{C_{1}}{\operatorname{Sin}\left[\pi\left(z-c_{1}\right)\right]}+\cdots \frac{+C_{n}}{\operatorname{Sin}\left[\pi\left(z-c_{n}\right)\right]}
$$

would be identical to zero, where not all $\boldsymbol{C}$ would be equal to zero. Now this is impossible due to the assumption concerning $\boldsymbol{c}_{1}, \cdots, \boldsymbol{c}_{\boldsymbol{n}}$, thus our statement is proven; thus the integral (90) gives the general solution of equation (82) under the above given assumption (95).

Since the convergence area of equation (90) concludes the whole $\boldsymbol{x}$-plane except for the negative half of the real axis, equation (90) has got a valuable advantage over the series expansions being valid for the integrals of equation (82), which converge only within a limited neighbourhood of the singular locations. We will just as well elucidate, what use derives from this.

If we compare the integral $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ to $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}-\boldsymbol{k}]$ and $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}+\boldsymbol{k}]$, which develop from the first one by shifting of the integration path both into negative and into positive direction of the real axis, then according to the sentence of Cauchy is

$$
\begin{gathered}
J[x, a]==\sum_{v} R_{v}+J[x, a-k], \\
J[x, a]=-\sum_{v}\left(R^{\prime}\right)_{v}+J[x, a+k],
\end{gathered}
$$

where $\boldsymbol{R}_{\boldsymbol{v}}$ and $\left(\boldsymbol{R}^{\prime}\right)_{v}$ stand for the residua, that belong to the poles between the corresponding integration paths. By the sentence at the end of § 5 now easily follows

$$
\begin{array}{ll}
\lim _{k=\infty} J[x, a-k]=0 & \text { for }|x|<1, \\
\lim _{k=\infty} J[x, a+k]=0 & \text { for }|x|>1 .
\end{array}
$$

Thus for $\boldsymbol{J}[\boldsymbol{x}, \boldsymbol{a}]$ arise two series expansions, the one of which converges for $|\boldsymbol{x}|<\mathbf{1}$, the other one for $|\boldsymbol{x}|>\mathbf{1}$. These series are without or with logarithms depending on the poles of $\boldsymbol{G}[z] \boldsymbol{P}[z]$ being simple or manifold locations of infinity. In the following because of shortness we want to deal with the first case only.

Until the end we assume, that among the differences

$$
\begin{equation*}
\rho_{\mu}-\rho_{v} \quad \text { and } \quad \sigma_{\mu}-\sigma_{v} \tag{96}
\end{equation*}
$$

for $\mu \neq \nu$ there is no integer number. Further on we assume continually, that condition (95) is fulfilled.

By assumption (96) we can identify the sizes $\boldsymbol{c}_{1}, \cdots, \boldsymbol{c}_{\boldsymbol{n}}$ of $\boldsymbol{P}[z]$ either to be $\rho$ or $\sigma$. By this and by considerations being very similar to the ones in $\S 3$ arises the following important identity:

$$
\begin{gather*}
P[z]==\prod_{v=1}^{n} \frac{\operatorname{Sin}\left[\pi\left(z-\rho_{v}\right)\right]}{\pi} \cdot\left(\sum_{v=1}^{n} \frac{\pi A_{v}}{\operatorname{Sin}\left[\pi\left(z-\rho_{v}\right)\right]}\right)  \tag{97}\\
\equiv \prod_{v=1}^{n} \frac{\operatorname{Sin}\left[\pi\left(z-\sigma_{v}\right)\right]}{\pi} \cdot\left(\sum_{v=1}^{n} \frac{\pi B_{v}}{\operatorname{Sin}\left[\pi\left(z-\sigma_{v}\right)\right]}\right) .
\end{gather*}
$$

With $z=\rho_{1}, \cdots, \rho_{n}$ the $\boldsymbol{A}$ are expressed linearly by the $\boldsymbol{B}$; with opposite $z=\sigma_{1}, \cdots, \sigma_{n}$ the $\boldsymbol{B}$ are vice versa expressed linearly by the $\boldsymbol{A}$.

We get for our fundamental function

$$
\begin{equation*}
G[z]==\prod_{v=1}^{n} \Gamma\left[z-\rho_{v}\right] \cdot \prod_{v=1}^{n} \Gamma\left[1+\sigma_{v}-z\right] \tag{98}
\end{equation*}
$$

by use of equation (7) both of the expressions

$$
\begin{equation*}
G[z]==\mathcal{G}[z]\left(\prod_{v=1}^{n} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\rho_{v}\right)\right]}\right)==\mathcal{H}[z]\left(\prod_{v=1}^{n} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\sigma_{v}\right)\right]}\right), \tag{99}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{G}[z]=\left(\prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}\right), \quad \mathcal{H}[z]==\left(\prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right) .  \tag{100}\\
\mathcal{G}[z]\left(\prod_{v=1}^{n} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\rho_{v}\right)\right]}\right)==\mathcal{H}[z]\left(\prod_{v=1}^{n} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\sigma_{v}\right)\right]}\right) / \cdot \\
\left\{\mathcal{G}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}, \mathcal{H}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right\} / \cdot\{\Gamma \rightarrow \text { Gamma, } \boldsymbol{n} \rightarrow \mathbf{1}\}
\end{gather*}
$$

\% // FullSimplify
$\frac{\pi \operatorname{Csc}\left[\pi\left(z-\rho_{1}\right)\right] \operatorname{Gamma}\left[1-z+\sigma_{1}\right]}{\operatorname{Gamma}\left[1-z+\rho_{1}\right]}==\frac{\pi \operatorname{Csc}\left[\pi\left(z-\sigma_{1}\right)\right] \operatorname{Gamma}\left[z-\rho_{1}\right]}{\operatorname{Gamma}\left[z-\sigma_{1}\right]}$
True

Because of relation (95) $\mathcal{G}[z]$ behaves regularly within the half plane $\operatorname{Re}[z]<\boldsymbol{a}+\mathbf{1}$; in the same way $\mathcal{H}[z]$ behaves within the half plane $\operatorname{Re}[z]>a$.

Now because of the equations (97) and (99) we get for $\boldsymbol{G}[z] \boldsymbol{P}[z]$ both of the identical expressions

$$
\begin{equation*}
G[z] P[z]==\mathcal{G}[z] \sum_{i=1}^{n} \frac{\pi A_{i}}{\operatorname{Sin}\left[\pi\left(z-\rho_{i}\right)\right]} \equiv \mathcal{H}[z] \sum_{i=1}^{n} \frac{\pi B_{i}}{\operatorname{Sin}\left[\pi\left(z-\sigma_{i}\right)\right]} \tag{101}
\end{equation*}
$$

and also for $J[x, a]$ both of the corresponding presentations

$$
J[x, a]==\sum_{i=1}^{n} A_{i}{ }_{{ }^{(0)}}^{J_{i}}[x]==\sum_{i=1}^{n} B_{i}{ }_{J_{i}}^{(\infty)}[x]
$$

with

$$
\begin{align*}
& \stackrel{(0)}{J_{i}}[x]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\rho_{i}\right)\right]} \mathcal{G}[z] x^{-z} d z  \tag{103}\\
& \stackrel{(\infty}{J}_{i}[x]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\sigma_{i}\right)\right]} \mathcal{H}[z] x^{-z} d z . \tag{104}
\end{align*}
$$

Because of the mentioned properties of $\boldsymbol{G}$ and $\boldsymbol{\mathcal { H }}$ within the above mentioned half planes one gets very simple
 results

$$
\begin{equation*}
\stackrel{(0)}{J}_{i}[x]=x^{-\rho_{i}} \sum_{v=0}^{\infty} \mathcal{G}\left[\rho_{i}-v\right](-x)^{v} \quad \text { for }(|x|)<1 \tag{105}
\end{equation*}
$$

$$
v==1,2, \cdots, n,
$$

$$
\begin{equation*}
{ }_{J_{i}}^{(\infty)}[x]=\left(\frac{1}{x}\right)^{\sigma_{i}+1} \sum_{v=0}^{\infty} \mathcal{H}\left[\sigma_{i}+1+v\right]\left(-\frac{1}{x}\right)^{v} \quad \text { for }(|x|)>1 \tag{106}
\end{equation*}
$$

$\frac{\pi}{\operatorname{Sin}\left[\pi\left(z-\rho_{i}\right)\right]}==\operatorname{Gamma}\left[z-\rho_{i}\right] \operatorname{Gamma}\left[1-\left(z-\rho_{i}\right)\right] / /$ FullSimplify
True
Plus @@ $\left(\operatorname{Residue}\left[\frac{\pi}{\operatorname{Sin}[\pi(z-\rho \rho 1)]} \prod_{k=1}^{1} \frac{\operatorname{Gamma}[1+\sigma \sigma 1-z]}{\operatorname{Gamma}[1+\rho \rho 1-z]} x^{-z},\{z, \rho \rho 1-\#\}\right] \& / @ \operatorname{Range}[0,4]\right) /$.
$\left\{\rho \rho 1 \rightarrow \rho_{1}, \sigma \sigma 1 \rightarrow \sigma_{1}\right\}$
$\%=x^{-\rho_{i}} \sum_{v=0}^{4} \mathcal{G}\left[\rho_{i}-v\right](-x)^{v} / \cdot\left\{\mathcal{G}\left[\mathrm{z}_{-}\right]: \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}\right\} /$.
$\left\{\Gamma \rightarrow\right.$ Gamma, $\left.n \rightarrow 1, \rho_{i} \rightarrow \rho_{1}\right\} / /$ Simplify
$x^{-\rho_{1}} \operatorname{Gamma}\left[1-\rho_{1}+\sigma_{1}\right]-x^{1-\rho_{1}} \operatorname{Gamma}\left[2-\rho_{1}+\sigma_{1}\right]+$
$\quad \frac{1}{2} x^{2-\rho_{1}} \operatorname{Gamma}\left[3-\rho_{1}+\sigma_{1}\right]-\frac{1}{6} x^{3-\rho_{1}} \operatorname{Gamma}\left[4-\rho_{1}+\sigma_{1}\right]+\frac{1}{24} x^{4-\rho_{1}} \operatorname{Gamma}\left[5-\rho_{1}+\sigma_{1}\right]$
True

Plus @@ $\left(-\operatorname{Residue}\left[\frac{\pi}{\operatorname{Sin}[\pi(z-\sigma \sigma 1)]} \prod_{k=1}^{1} \frac{\operatorname{Gamma}[z-\rho \rho 1]}{\operatorname{Gamma}[z-\sigma \sigma 1]} x^{-z},\{z, \sigma \sigma 1+1+\#\}\right] \& / @ \operatorname{Range}[0,4]\right) / \cdot$

$$
\left\{\rho \rho 1 \rightarrow \rho_{1}, \sigma \sigma 1 \rightarrow \sigma_{1}\right\}
$$

$$
\%=\left(\frac{1}{x}\right)^{\sigma_{i}+1} \sum_{v=0}^{4} \mathcal{H}\left[\sigma_{i}+1+v\right]\left(-\frac{1}{x}\right)^{v} / \cdot\left\{\mathcal{H}\left[\mathrm{z}_{-}\right]: \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right\} /
$$

$$
\left\{\Gamma \rightarrow \text { Gamma, } n \rightarrow \mathbf{1}, \sigma_{i} \rightarrow \sigma_{1}\right\} / / \text { PowerExpand // Simplify }
$$

$x^{-1-\sigma_{1}} \operatorname{Gamma}\left[1-\rho_{1}+\sigma_{1}\right]-x^{-2-\sigma_{1}} \operatorname{Gamma}\left[2-\rho_{1}+\sigma_{1}\right]+$

$$
\frac{1}{2} x^{-3-\sigma_{1}} \operatorname{Gamma}\left[3-\rho_{1}+\sigma_{1}\right]-\frac{1}{6} x^{-4-\sigma_{1}} \operatorname{Gamma}\left[4-\rho_{1}+\sigma_{1}\right]+\frac{1}{24} x^{-5-\sigma_{1}} \operatorname{Gamma}\left[5-\rho_{1}+\sigma_{1}\right]
$$

True

The complete expressions of the coefficients are due to equations (100):

$$
\begin{array}{r}
\mathcal{G}\left[\rho_{i}-v\right]==\left(\prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-\rho_{i}+v\right]}{\Gamma\left[1+\rho_{k}-\rho_{i}+v\right]}\right),  \tag{107}\\
\prod_{k=1}^{n} \frac{\Gamma\left[\mathbf{1}+\sigma_{k}-\rho_{i}+v\right]}{\Gamma\left[\mathbf{1}+\rho_{k}-\rho_{i}+v\right]}==\left(\prod_{k=1}^{n} \frac{\Gamma\left[\mathbf{1}+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}\right) / \cdot\left\{z \rightarrow \rho_{i}-v\right\}
\end{array}
$$

True

$$
\begin{array}{r}
\mathcal{H}\left[\sigma_{i}+1+v\right]==\left(\prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{i}-\rho_{k}+v\right]}{\Gamma\left[1+\sigma_{i}-\sigma_{k}+v\right]}\right) .  \tag{108}\\
\prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{i}-\rho_{k}+v\right]}{\Gamma\left[1+\sigma_{i}-\sigma_{k}+v\right]}==\left(\prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right) / \cdot\left\{z \rightarrow \sigma_{i}+\mathbf{1}+v\right\}
\end{array}
$$

True

Now if we ask for the transforming substitutions, that lead from the fundamental system (105) to the fundamental system (106) and vice versa, then they result from identity (102). With $\boldsymbol{A}_{\boldsymbol{k}}=\mathbf{1}$ and all remaining $\boldsymbol{A}$ being equal to zero, equation (102) gets the form

$$
\begin{equation*}
\stackrel{(0)}{J_{k}}[x]==\sum_{i=1}^{n} B_{i}^{(k)} \stackrel{(\infty)}{J_{i}}[x] \quad k==1,2, \cdots, n . \tag{109}
\end{equation*}
$$

With $\boldsymbol{B}_{\boldsymbol{k}}=\mathbf{1}$ and all remaining $\boldsymbol{B}$ being equal to zero, yields

$$
\begin{equation*}
\stackrel{(\infty)}{J_{k}}[x]==\sum_{i=1}^{n} A_{i}^{(k)} \stackrel{(0)}{J_{i}}[x] \quad k=1,2, \cdots, n . \tag{110}
\end{equation*}
$$

The constants $\boldsymbol{B}_{i}^{(\boldsymbol{k})}$ result from identity (97) by setting $z=\sigma_{1}, \cdots, \sigma_{n}$, while all $\boldsymbol{A}$ except for $\boldsymbol{A}_{\boldsymbol{k}}=\mathbf{1}$ are set to zero; and in corresponding manner the $\boldsymbol{A}_{i}^{(k)}$ are calculated. By this is found

$$
\begin{equation*}
B_{i}^{(k)} \prod_{v=1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\sigma_{v}\right)\right]==\prod_{v=1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\rho_{v}\right)\right], \tag{111}
\end{equation*}
$$

$$
i==1,2, \cdots, n
$$

$$
\begin{equation*}
A_{i}^{(k)} \prod_{\nu=1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\rho_{v}\right)\right]==\prod_{\nu=1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\sigma_{v}\right)\right] \tag{112}
\end{equation*}
$$

where by $(\boldsymbol{k})$ and $(\boldsymbol{i})$ is shown, that $\boldsymbol{v}$ does not get the value $\boldsymbol{k}$ or $\boldsymbol{i}$, respectively.

$$
\begin{aligned}
& \text { substitutionrule }=\left\{B_{\mathrm{i}_{-}, \mathrm{k}_{-}}: \rightarrow \frac{\left(\prod_{v=1}^{k-1} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\rho_{v}\right)\right]\right) \prod_{v=k+1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\rho_{v}\right)\right]}{\left(\prod_{v=1}^{i-1} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\sigma_{v}\right)\right]\right) \prod_{v=i+1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\sigma_{v}\right)\right]},\right. \\
& \left.A_{\mathrm{i}_{-} \mathrm{k}_{-}}: \rightarrow \frac{\left(\prod_{v=1}^{k-1} \operatorname{Sin}\left[\pi\left(\rho_{i}-\sigma_{v}\right)\right]\right) \prod_{v=k+1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\sigma_{v}\right)\right]}{\left(\prod_{v=1}^{i-1} \operatorname{Sin}\left[\pi\left(\rho_{i}-\rho_{v}\right)\right]\right) \prod_{v=i+1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\rho_{v}\right)\right]}\right\} \\
& \left\{B_{\mathrm{i}_{-}, \mathrm{k}_{-}}: \rightarrow \frac{\left(\prod_{\nu=1}^{k-1} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\rho_{\nu}\right)\right]\right) \prod_{v=k+1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\rho_{\nu}\right)\right]}{\left(\prod_{v=1}^{i-1} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\sigma_{v}\right)\right]\right) \prod_{v=i+1}^{n} \operatorname{Sin}\left[\pi\left(\sigma_{i}-\sigma_{\nu}\right)\right]},\right. \\
& A_{\mathrm{i}_{-}, \mathrm{k}_{-}}: \rightarrow \frac{\left(\prod_{v=1}^{k-1} \operatorname{Sin}\left[\pi\left(\rho_{i}-\sigma_{v}\right)\right]\right) \prod_{v=k+1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\sigma_{v}\right)\right]}{\left(\prod_{v=1}^{i-1} \operatorname{Sin}\left[\pi\left(\rho_{i}-\rho_{v}\right)\right]\right) \prod_{v=i+1}^{n} \operatorname{Sin}\left[\pi\left(\rho_{i}-\rho_{v}\right)\right]} \\
& \mathcal{G}[z] \sum_{i=1}^{n} \frac{\pi A_{i}}{\operatorname{Sin}\left[\pi\left(z-\rho_{i}\right)\right]}==\mathcal{H}[z] \sum_{i=1}^{n} \frac{\pi B_{i}}{\operatorname{Sin}\left[\pi\left(z-\sigma_{i}\right)\right]} / . \\
& \left\{\mathcal{G}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}, \mathcal{H}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right\} / . \\
& \{\Gamma \rightarrow \text { Gamma, } n \rightarrow 2\} / .\left\{A_{1} \rightarrow \mathbf{1}, A_{2} \rightarrow \mathbf{0}, B_{i_{-}}: \rightarrow B_{i, 1}\right\} / / \text { ExpandAll }
\end{aligned}
$$

$\% /$. substitutionrule /. $\{n \rightarrow 2\}$ // FullSimplify
$\frac{\pi \operatorname{Csc}\left[\pi z-\pi \rho_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{2}\right]}{\operatorname{Gamma}\left[1-z+\rho_{1}\right] \operatorname{Gamma}\left[1-z+\rho_{2}\right]}==$
$\frac{\pi \operatorname{Csc}\left[\pi z-\pi \sigma_{1}\right] \operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{2}\right] B_{1,1}}{\operatorname{Gamma}\left[z-\sigma_{1}\right] \operatorname{Gamma}\left[z-\sigma_{2}\right]}+$
$\underline{\pi \operatorname{Csc}\left[\pi z-\pi \sigma_{2}\right] \operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{2}\right] B_{2,1}}$

$$
\operatorname{Gamma}\left[z-\sigma_{1}\right] \operatorname{Gamma}\left[z-\sigma_{2}\right]
$$

True

$$
\begin{aligned}
\mathcal{G}[z] & \sum_{i=1}^{n} \frac{\pi A_{i}}{\operatorname{Sin}\left[\pi\left(z-\rho_{i}\right)\right]}==\mathcal{H}[z] \sum_{i=1}^{n} \frac{\pi B_{i}}{\operatorname{Sin}\left[\pi\left(z-\sigma_{i}\right)\right]} / . \\
& \left\{\mathcal{G}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[1+\sigma_{k}-z\right]}{\Gamma\left[1+\rho_{k}-z\right]}, \mathcal{H}[z] \rightarrow \prod_{k=1}^{n} \frac{\Gamma\left[z-\rho_{k}\right]}{\Gamma\left[z-\sigma_{k}\right]}\right\} / .
\end{aligned}
$$

$\{\Gamma \rightarrow$ Gamma, $n \rightarrow 2\} / .\left\{B_{2} \rightarrow 1, B_{1} \rightarrow \mathbf{0}, A_{i_{-}}: \rightarrow A_{i, 2}\right\} / /$ ExpandAll
\% /. substitutionrule /. $\{n \rightarrow 2\} / /$ FullSimplify

$$
\begin{aligned}
& \frac{\pi \operatorname{Csc}\left[\pi z-\pi \rho_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{2}\right] A_{1,2}}{\operatorname{Gamma}\left[1-z+\rho_{1}\right] \operatorname{Gamma}\left[1-z+\rho_{2}\right]}+ \\
& \frac{\pi \operatorname{Csc}\left[\pi z-\pi \rho_{2}\right] \operatorname{Gamma}\left[1-z+\sigma_{1}\right] \operatorname{Gamma}\left[1-z+\sigma_{2}\right] A_{2,2}}{\operatorname{Gamma}\left[1-z+\rho_{1}\right] \operatorname{Gamma}\left[1-z+\rho_{2}\right]}== \\
& \frac{\pi \operatorname{Csc}\left[\pi z-\pi \sigma_{2}\right] \operatorname{Gamma}\left[z-\rho_{1}\right] \operatorname{Gamma}\left[z-\rho_{2}\right]}{\operatorname{Gamma}\left[z-\sigma_{1}\right] \operatorname{Gamma}\left[z-\sigma_{2}\right]}
\end{aligned}
$$

True

The treatise of other questions concerning the integration of hypergeometric differential equations must be omitted at this occasion.

## ■ § 13. The Ordinary Hypergeometric Differential Equation

For the equation of second order

$$
\begin{equation*}
\left(a_{0}+b_{0} x\right) y+\left(a_{1}+b_{1} x\right) x \frac{d y}{d x}+(1+x) x^{2} \frac{d^{2} y}{d x^{2}}=0 \tag{113}
\end{equation*}
$$

which by the assumptions

$$
\begin{gather*}
x=-t, \quad a_{0}=0, \quad a_{1}=\gamma, \quad b_{0}=\alpha \beta, \quad b_{1}=\alpha+\beta+1,  \tag{114}\\
\rho_{1}=0, \quad \rho_{2}=\gamma-1, \quad \sigma_{1}=\alpha-1, \quad \sigma_{2}=\beta-1
\end{gather*}
$$

changes to the usual Gauss Kummer equation

$$
\begin{equation*}
(1-t) t \frac{d^{2} y}{d t^{2}}+(\gamma-(\alpha+\beta+1) t) \frac{d y}{d t}-\alpha \beta y=0 \tag{115}
\end{equation*}
$$

Solve $\left[a_{0}-a_{1} z+a_{2} z(z+1)==0 / \cdot\left\{a_{0} \rightarrow 0, a_{1} \rightarrow \gamma, a_{2} \rightarrow 1\right\}, z\right]$
$\{\{z \rightarrow 0\},\{z \rightarrow-1+\gamma\}\}$
Solve $\left[b_{0}-b_{1}(z+1)+b_{2}(z+1)(z+2)==0 / .\left\{b_{0} \rightarrow \alpha \beta, b_{1} \rightarrow \alpha+\beta+1, b_{2} \rightarrow 1\right\}, z\right]$
$\{\{z \rightarrow-1+\alpha\},\{z \rightarrow-1+\beta\}\}$

$$
\begin{aligned}
& \frac{\#}{t} \& / @\left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+(1+x) x^{2} y^{\prime} '[x]==0 / . \\
& \left.\{y \rightarrow \text { Function[ }\{t\}, y[-t]], x \rightarrow-t, a_{0} \rightarrow 0, a_{1} \rightarrow \gamma, b_{0} \rightarrow \alpha \beta, b_{1} \rightarrow \alpha+\beta+1\right\} / / \text { Simplify } \\
& \text { DSolve }\left[\left(a_{0}+b_{0} x\right) y[x]+\left(a_{1}+b_{1} x\right) x y^{\prime}[x]+(1+x) x^{2} y^{\prime} '[x]==0, y[x], x\right] / .\left\{x \rightarrow-t, a_{0} \rightarrow 0, a_{1} \rightarrow \gamma,\right. \\
& \left.b_{0} \rightarrow \alpha \beta, b_{1} \rightarrow \alpha+\beta+1, C[1] \rightarrow C[1](-1)^{\gamma-1}\right\} / / \text { Simplify // PowerExpand // ExpandAll } \\
& -\alpha \beta y[t]+t(-t(1+\alpha+\beta)+\gamma) y^{\prime}[t]-(-1+t) t^{2} y^{\prime \prime}[t]==0 \\
& \left\{\left\{y[-t] \rightarrow C[2] \text { Hypergeometric } 2 \mathrm{~F} 1[\beta, \alpha, \gamma, t]+t^{1-\gamma} C[1] \text { Hypergeometric } 2 \mathrm{~F} 1[1+\beta-\gamma, 1+\alpha-\gamma, 2-\gamma, t]\right\}\right\}
\end{aligned}
$$ the formulae (105) and (106) get the following shape:

$$
\begin{equation*}
\stackrel{(0)}{J}_{i}[x]=x^{-\rho_{i}} \sum_{v=0}^{\infty} \frac{\Gamma\left[1+\sigma_{1}-\rho_{i}+v\right] \Gamma\left[1+\sigma_{2}-\rho_{i}+v\right]}{\Gamma\left[1+\rho_{1}-\rho_{i}+v\right] \Gamma\left[1+\rho_{2}-\rho_{i}+v\right]}(-x)^{v}, \tag{116}
\end{equation*}
$$

Table

$$
\begin{align*}
& x^{-\rho_{i}} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}\left[1+\sigma_{1}-\rho_{i}+v\right] \operatorname{Gamma}\left[1+\sigma_{2}-\rho_{i}+v\right]}{\operatorname{Gamma}\left[1+\rho_{1}-\rho_{i}+v\right] \operatorname{Gamma}\left[1+\rho_{2}-\rho_{i}+v\right]}(-x)^{v} / .\left\{\rho_{1} \rightarrow 0, \rho_{2} \rightarrow \gamma-1, \sigma_{1} \rightarrow \alpha-1,\right. \\
& \left.\left.\sigma_{2} \rightarrow \beta-1\right\} / / \text { FullSimplify // FunctionExpand, }\{i, 2\}\right] / / \text { MatrixForm } \\
& \binom{\frac{\text { Gamma }[\alpha] \text { Gamma }[\beta] \text { Hypergeometric } 2 \mathrm{~F} 1[\alpha, \beta, \gamma,-x]}{\text { Gamma }[\gamma]}}{\frac{x^{1-\gamma} \text { Gamma }[1+\alpha-\gamma] \text { Gamma }[1+\beta-\gamma] \text { Hypergeometric } 2 \mathrm{~F} 1[1+\alpha-\gamma, 1+\beta-\gamma, 2-\gamma,-x]}{\text { Gamma }[2-\gamma]}} \\
& \underset{J_{i}}{(\infty)}[x]=\left(\frac{1}{x}\right)^{\sigma_{i}+1} \sum_{v=0}^{\infty} \frac{\Gamma\left[1+\sigma_{i}-\rho_{1}+v\right] \Gamma\left[1+\sigma_{i}-\rho_{2}+v\right]}{\Gamma\left[1+\sigma_{i}-\sigma_{1}+v\right] \Gamma\left[1+\sigma_{i}-\sigma_{2}+v\right]}\left(-\frac{1}{x}\right)^{v}, \tag{117}
\end{align*}
$$

Table $\left[\left(\frac{1}{x}\right)^{\sigma_{i}+1} \sum_{v=0}^{\infty} \frac{\operatorname{Gamma}\left[1+\sigma_{i}-\rho_{1}+v\right] \operatorname{Gamma}\left[1+\sigma_{i}-\rho_{2}+v\right]}{\operatorname{Gamma}\left[1+\sigma_{i}-\sigma_{1}+v\right] \operatorname{Gamma}\left[1+\sigma_{i}-\sigma_{2}+v\right]}\left(-\frac{1}{x}\right)^{v} / \cdot\left\{\rho_{1} \rightarrow 0, \rho_{2} \rightarrow \gamma-1\right.\right.$,
$\left.\sigma_{1} \rightarrow \alpha-1, \sigma_{2} \rightarrow \beta-1\right\} / /$ FullSimplify // FunctionExpand, $\left.\{i, 2\}\right] / /$ MatrixForm
$\binom{\frac{\left(\frac{1}{x}\right)^{\alpha} \operatorname{Gamma}[\alpha] \text { Gamma }[1+\alpha-\gamma] \text { Hypergeometric2F1 }\left[\alpha, 1+\alpha-\gamma, 1+\alpha-\beta,-\frac{1}{x}\right]}{\text { Gamma }[1+\alpha-\beta]}}{\frac{\left(\frac{1}{x}\right)^{\beta} \operatorname{Gamma}[\beta] \text { Gamma }[1+\beta-\gamma] \text { Hypergeometric } 2 \mathrm{~F} 1\left[\beta, 1+\beta-\gamma, 1-\alpha+\beta,-\frac{1}{x}\right]}{\text { Gamma }[1-\alpha+\beta]}}$
while the transforming substitutions (109) and (110) get the form:

$$
\left\{\begin{array}{l}
\stackrel{(0)}{J_{1}[x]=}=\frac{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\rho_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\sigma_{2}\right)\right]} \stackrel{(\infty)}{J_{1}}[x]+\frac{\operatorname{Sin}\left[\pi\left(\sigma_{2}-\rho_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\sigma_{2}-\sigma_{1}\right)\right]} \stackrel{(\infty)}{J_{2}}[x],  \tag{118}\\
\stackrel{(0)}{J_{2}}[x]=\frac{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\rho_{1}\right)\right]}{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\sigma_{2}\right)\right]} \stackrel{(\infty)}{J_{1}}[x]+\frac{\operatorname{Sin}\left[\pi\left(\sigma_{2}-\rho_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\sigma_{2}-\sigma_{1}\right)\right]} \stackrel{(\infty)}{J_{2}}[x],
\end{array}\right.
$$

Correction of printing mistake:

$$
\left(\begin{array}{l}
(0) \\
J_{k}
\end{array}[x]==\sum_{i=1}^{n} B_{i, k} \stackrel{(\infty)}{J_{i}}[x] / . \text { substitutionrule } / .\{n \rightarrow 2, k \rightarrow \#\} \& / @ \operatorname{Range}[2]\right) / \cdot\left\{\operatorname{Csc}\left[z_{-}\right]: \rightarrow \frac{1}{" \operatorname{Sin} "[z]}\right\} / /
$$

## MatrixForm

## Correction of misprint:

## MatrixForm

$$
\left(\begin{array}{l}
\boldsymbol{D}_{1}[x]==\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{2}\right)\right] J_{1}[x]}{\operatorname{Sin}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]}+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{2}\right)\right] J_{2}[x]}{\operatorname{Sin}\left[\pi\left(-\rho_{1}+\rho_{2}\right)\right]} \\
\infty \\
J_{2}[x]==\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{1}\right)\right] J_{1}[x]}{\left.\operatorname{Sin}\left[\pi \pi \rho_{1}-\rho_{2}\right)\right]}+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{1}\right)\right] J_{2}[x]}{\operatorname{Sin}\left[\pi\left(-\rho_{1}+\rho_{2}\right)\right]}
\end{array}\right)
$$

The assumptions (114) yield the usual formulae, however the symmetry won above is rather lost by this.

## ■ § 14. Final Remarks

Stirling's formula always has been important concerning the theory of the gamma functions. In a former elaboration*) I have given a derivation of the same, which totally differs from the usual derivations and the one of Stieltjes**), and which is also uniformly connected to the theory of the reciprocal functions being developed in $\S 8$. That formula indeed is contained within the formula

$$
\begin{equation*}
\log [\Gamma[x+1]]==-C x-\frac{1}{2 \pi i} \int_{\frac{3}{2}-i \infty}^{\frac{3}{2}+i \infty} \frac{\pi}{\operatorname{Sin}[\pi z]} \zeta[z] \frac{x^{z}}{z} d z \tag{120}
\end{equation*}
$$



- EulerGamma $x+\frac{\pi^{2} x^{2}}{12}+\frac{1}{6}$ PolyGamma[2, 1] $x^{3}+\frac{\pi^{4} x^{4}}{360}+\frac{1}{120}$ PolyGamma[4, 1] $x^{5}+O[x]^{6}$
gammalogseries[2] =

$$
\text { -EulerGamma } x-\operatorname{Plus} @ @\left(-\operatorname{Residue}\left[\frac{\pi}{\operatorname{Sin}[\pi z]} \operatorname{Zeta}[z] \frac{x^{z}}{z},\{z, 2+\#\}\right] \& / @ \text { Range }[0,3]\right)
$$

$$
- \text { EulerGamma } x+\frac{\pi^{2} x^{2}}{12}+\frac{\pi^{4} x^{4}}{360}-\frac{1}{3} x^{3} \text { Zeta }[3]-\frac{1}{5} x^{5} \text { Zeta[5] }
$$

$$
\begin{aligned}
& \stackrel{(\infty)}{J}_{1}^{\left.()_{1}\right)}[x]=\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]} \stackrel{(0)}{J}_{\boldsymbol{J}}^{1}[x]+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{2}-\rho_{1}\right)\right]} \stackrel{(0)}{J_{2}}[x], \\
& \stackrel{(\infty)}{\boldsymbol{J}_{2}}[x]=\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{1}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]} \stackrel{(0)}{\boldsymbol{J}}[x]+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{1}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{2}-\rho_{1}\right)\right]} \stackrel{(0)}{\boldsymbol{J}}[x] . \\
& \left(\stackrel{(0)}{J}_{\boldsymbol{J}}[x]==\sum_{i=1}^{n} A_{i, k} \stackrel{(0)}{J}_{\boldsymbol{J}}^{i}[x] / . \text { substitutionrule } / .\{n \rightarrow 2, k \rightarrow \#\} \& / @ \operatorname{Range}[2]\right) / \cdot\left\{\operatorname{Csc}\left[z_{-}\right]: \rightarrow \frac{1}{{ }^{\prime} \operatorname{Sin} "[z]}\right\} / /
\end{aligned}
$$

$$
\begin{align*}
& \left(\begin{array}{l}
0 \\
J_{1}[x]==\frac{\operatorname{Sin}\left[\pi\left(-\rho_{2}+\sigma_{1}\right)\right] J_{1}[x]}{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\sigma_{2}\right)\right]}+\frac{\operatorname{Sin}\left[\pi\left(-\rho_{2}+\sigma_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(-\sigma_{1}+\sigma_{2}\right)\right]} \\
0 \\
J_{2}[x]==\frac{\operatorname{Sin}\left[\pi\left(-\rho_{1}+\sigma_{1}\right)\right] J_{1}[x]}{\operatorname{Sin}\left[\pi\left(\sigma_{1}-\sigma_{2}\right)\right]}+\frac{\operatorname{Sin}\left[\pi\left(-\rho_{1}+\sigma_{2}\right)\right] J_{2}[x]}{\operatorname{Sin}\left[\pi\left(-\sigma_{1}+\sigma_{2}\right)\right]}
\end{array}\right) \\
& \left\{\begin{array}{l}
\stackrel{(\infty)}{J_{1}}[x]==\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]} \stackrel{(0)}{J_{1}}[x]+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{2}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{2}-\rho_{1}\right)\right]} \stackrel{(0)}{J_{2}}[x], \\
(\infty) \\
J_{1}[x]==\frac{\operatorname{Sin}\left[\pi\left(\rho_{1}-\sigma_{1}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{1}-\rho_{2}\right)\right]} \stackrel{(0)}{J_{1}}[x]+\frac{\operatorname{Sin}\left[\pi\left(\rho_{2}-\sigma_{1}\right)\right]}{\operatorname{Sin}\left[\pi\left(\rho_{2}-\rho_{1}\right)\right]} \stackrel{(0)}{J_{2}}[x] .
\end{array}\right. \tag{119}
\end{align*}
$$

gammalogseries[1] == gammalogseries[2] // Normal // FullSimplify
True

PolyGamma[\#, 1] + Gamma[\# + 1] Zeta[\# + 1] \& /@ Range[7] // FullSimplify
$\left\{\frac{\pi^{2}}{3}, 0, \frac{2 \pi^{4}}{15}, 0, \frac{16 \pi^{6}}{63}, 0, \frac{16 \pi^{8}}{15}\right\}$
? Zeta
Zeta[s] gives the Riemann zeta function. Zeta[s, a] gives the generalized Riemann zeta function.

## ? PolyGamma

PolyGamma[z] gives the digamma function psi( z). PolyGamma[n, z$]$ gives the nth derivative of the digamma function.

## Gamma'[z]

Gamma[z]
PolyGamma $[0, z]$
which I present here without proof. From this formula, which expresses a remarkable connection between the gamma and Riemann's zeta function, arises Stirling's formula by shifting of the integration path into negative direction.

$$
\begin{aligned}
& \text {-EulerGamma } x \text { - Plus @@ }\left(\operatorname{Residue}\left[\frac{\pi}{\operatorname{Sin}[\pi z]} \operatorname{Zeta}[z] \frac{\boldsymbol{x}^{z}}{z},\{z, 1-\#\}\right] \boldsymbol{\&} / @ \operatorname{Range}[\mathbf{0}, \mathbf{5}]\right) \\
& \boldsymbol{e}^{\%} / / \operatorname{Simplify} / / \text { ExpandAll } \\
& -\frac{1}{360 x^{3}}+\frac{1}{12 x}-\text { EulerGamma } x+x(-1+\text { EulerGamma }+\log [x])+\frac{1}{2}(\log [2 \pi]+\log [x]) \\
& E^{-\frac{1}{36 x^{3}}+\frac{1}{12 x}-x} \sqrt{2 \pi} x^{\frac{1}{2}+x} \\
& \operatorname{Series}\left[\log \left[\operatorname{Gamma}\left[\frac{\mathbf{1}}{\boldsymbol{x}}+\mathbf{1}\right]\right],\{\boldsymbol{x}, \mathbf{0}, 4\}\right]
\end{aligned}
$$

Series::esss : Essential singularity encountered in Gamma $\left[\frac{1}{x}+1+O[x]^{5}\right]$.

$$
\log \left[\operatorname{Gamma}\left[\frac{1}{x}+1+O[x]^{5}\right]\right]
$$

From the position of our uniform theory of the gamma and the hypergeometric functions the integral formulae within the conventional theory of the gamma function give a very small part of the relations, that can be developed on the whole. We must dispense with a more detailed presentation of this topic on this occasion. What interesting relations hereby can be found, this shows an elaboration $\dagger$ ) of Mr. Voronoi, who did his work without knowledge of my theory of the reciprocal functions, which is ten years older. However one conclusion of the reciprocity law (§ 8) shall be emphasized here and elucidated at an example.
$\Phi[x]$ be a function of the class $(\boldsymbol{\Phi})$ due to $\S 8$. Then $\boldsymbol{\Phi}$ can be presented in manyfold manners as a definite integral on the following type:

$$
\Phi[x]==\int_{0}^{\infty} \Phi_{1}\left[\frac{x}{t}\right] \Phi_{2}[t] \frac{d t}{t},
$$

with $\boldsymbol{\Phi}_{1}$ and $\boldsymbol{\Phi}_{2}$ also standing for certain functions of the class $(\boldsymbol{\Phi})$.

This is proved in the following way. If $\boldsymbol{F}[z]$ stands for the reciprocal function corresponding to the function $\boldsymbol{\Phi}$, then $\boldsymbol{F}[z]$ within the formula

$$
\begin{equation*}
\Phi[x]==\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F[z] x^{-z} d z \tag{122}
\end{equation*}
$$

can be presented in manyfold manners as a product of two functions $\boldsymbol{F}_{\mathbf{1}}$ and $\boldsymbol{F}_{\mathbf{2}}$ of the class $(\boldsymbol{F})$. I presuppose, that $\boldsymbol{F}_{\mathbf{1}}$ and $\boldsymbol{F}_{\mathbf{2}}$ as well as $\boldsymbol{F}$ behave regularly in the neighbourhood of each finite location within and at the border of the stripe $\boldsymbol{a}<\boldsymbol{\operatorname { R e }}[z]<\beta$ and there are characterized with increasing $|z|==|s+\boldsymbol{i t}|$ by the formulae

$$
\begin{gathered}
\left|\left(F_{1}[z]\right)\right|==e^{-\vartheta_{1}|t|} f_{1}[s, t], \quad\left|\left(F_{2}[z]\right)\right|==e^{-\vartheta_{2}|t|} f_{2}[s, t], \\
|F[z]|=e^{-\vartheta|t|} f[s, t], \quad \vartheta_{1}+\vartheta_{2}=\vartheta,
\end{gathered}
$$

where the $\vartheta$ and the $\boldsymbol{f}$ have got the meanings given in § 8. Now if $\boldsymbol{\Phi}_{\mathbf{1}}$ and $\boldsymbol{\Phi}_{\mathbf{2}}$ respectively stand for the reciprocal functions of the functions $\boldsymbol{F}_{\mathbf{1}}$ and $\boldsymbol{F}_{\mathbf{2}}$, then results

$$
\begin{aligned}
& \Phi_{1}= \frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F_{1}[z] x^{-z} d z, \quad F_{2}[z]== \\
&-\int_{0}^{\infty} \Phi_{2}[t] t^{z-1} d t \\
&-\vartheta_{1} \operatorname{Arg}[x]<+\vartheta_{1}, \quad \alpha<a<\beta, \quad \alpha<\operatorname{Re}[z]<\beta .
\end{aligned}
$$

If $\boldsymbol{F}[z]=\boldsymbol{F}_{1}[z] \boldsymbol{F}_{2}[z]$ is replaced in equation (122) and for $\boldsymbol{F}_{\mathbf{2}}$ the last expression, then follows equation (121) by inversion of the integration order.

$$
\begin{aligned}
& \frac{1}{2 \pi i} \int_{0}^{\infty}\left(\int_{a-i \infty}^{a+i \infty} F_{1}[z] \Phi_{2}[t] t^{z} x^{-z} d z\right) \frac{d t}{t} \\
& \% / \cdot\left\{\int_{a-i \infty}^{a+i \infty} F_{1}[z] \Phi_{2}[t] t^{z} x^{-z} d z \rightarrow \Phi_{1}\left[\frac{x}{t}\right] \Phi_{2}[t]\right\} \\
& -\frac{I \int_{0}^{\infty} \frac{\left(\int_{-l \infty}^{I \infty} t^{2} x^{-z} F_{1}[z] d z\right) \Phi_{2}[t]}{t} d t}{2 \pi} \\
& -\frac{I \int_{0}^{\infty} \frac{\Phi_{1}\left[\frac{x}{t}\right] \Phi_{2}[t]}{t} d t}{2 \pi}
\end{aligned}
$$

A simple example for this yields the formula being found by use of equation (40)

$$
\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} \Gamma^{2}[z] x^{-z} d z==\int_{0}^{\infty} e^{\frac{-x}{t}} e^{-t} \frac{d t}{t}, \quad a>0
$$

```
\(\int_{0}^{\infty} e^{\frac{-x}{t}} e^{-t} \frac{d t}{t} / \cdot\left\{\operatorname{If}\left[\mathbf{a}_{-}, \mathbf{b}_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}\)
\(\int_{0}^{\infty} \% x^{z-1} d x / \cdot\left\{\mathbf{I f}\left[\mathrm{a}_{-}, \mathrm{b}_{-}, \ldots\right]: \rightarrow(\operatorname{Print}[a] ; b)\right\}\)
\(\%==\operatorname{Gamma}[z]^{2}\)
\(\operatorname{Re}[x]>0\)
\(2 \operatorname{Bessel}[0,2 \sqrt{x}]\)
\(\operatorname{Gamma}[z]^{2}\)
True
```

In an analogous way results, that also each function of the class $(\boldsymbol{F})$ in manyfold manners can be presented as a definite integral of the following type:

$$
\begin{equation*}
F[s]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} F_{1}[s-z] F_{2}[z] d z \tag{123}
\end{equation*}
$$

with $\boldsymbol{F}_{\mathbf{1}}$ and $\boldsymbol{F}_{\mathbf{2}}$ also being functions of the class $(\boldsymbol{F})$.

$$
\begin{aligned}
& \frac{\mathbf{1}}{2 \pi \boldsymbol{i}} \int_{a-i \infty}^{a+i \infty}\left(\int_{0}^{\infty} x^{-z} \Phi_{1}[x] F_{2}[z] x^{s-1} d x\right) d z \\
& \% / \cdot\left\{\int_{0}^{\infty} \boldsymbol{x}^{-1+s-z} \Phi_{1}[x] F_{2}[z] d x \rightarrow F_{1}[s-z] F_{2}[z]\right\} \\
& -\frac{I \int_{-I \infty}^{I \infty}\left(\int_{0}^{\infty} x^{-1+s-z} \Phi_{1}[x] d x\right) F_{2}[z] d z}{2 \pi} \\
& -\frac{I \int_{-I \infty}^{I \infty} F_{1}[s-z] F_{2}[z] d z}{2 \pi}
\end{aligned}
$$

For gamma and hypergeometric functions of several variables a theory can be developed, that is totally analogeous to the one dealed with in this elaboration. $\dagger \dagger$ )

Helsingfors, June 1909.
*) Eine Formel für den Logarithmus transzendenter Funktionen von endlichem Geschlecht. (A formula of the logarithm of transcendental functions of finite classification order) Acta Math. vol. 25.
**) Sur le développement de $\log \Gamma(\mathrm{a})$. Journal de Math. (4) vol. 5
$\dagger$ ) Sur une fonction transcendante et ses applications à la sommation de quelques séries. Annales de l'École Norm., 3. Série, T. 21. 1904.
$\dagger \dagger$ ) Look at: Zur Theorie zweier allgemeiner Klassen bestimmter Integrale. (On the theory of two general classes of definite integrals), Acta Soc. Sc. Fennicae. T. 22. 1896.
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